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Abstract—Nowadays, systems for detecting driver behaviour
are being actively developed in order to reduce road accidents.
Emotions are one of the factors that influence driver’s decisions.
This paper explores the correlation between the type of per-
formed maneuver and the emotion experienced by the driver.
A methodology to match the maneuver being performed with
the emotion is proposed. Experiments show that when aggressive
braking is performed, a person’s fear level increases in a few
seconds. Moreover, it was found that emotions do not appear
only at the moment of the maneuver. Experiments have shown
that the greatest expression of emotions appears in 4 seconds
before the start of the maneuver and ends in 3 seconds after the
maneuver is performed.

I. INTRODUCTION

Today a lot of research is aimed at developing a system

to detect the current state of the driver. This is due to the

constant increase in traffic and the number of accidents on

the roads [1]. Developing such systems will help to increase

safety on the roads because driver behavior remains one of the

most important factors in traffic [2]. This can be achieved by

alerting the driver to react to a potentially dangerous situation

at a time. For instance, the system can analyse a driver’s facial

expression and determine if a driver is experiencing stress,

fatigue or other negative emotions. If the system detects that a

driver is stressed or tired, it can suggest that they take a break,

pull over and rest. This can help prevent accidents related to

fatigue or decreased concentration. Emotions are also one of

the factors that can influence a driver’s behavior on the road.

It is now established that emotions are powerful factors

in decision making to a large extent [3]. Various domains

show important patterns in the mechanisms by which emotions

influence decisions and choices. Often, these patterns can be

predicted and attempted to influence them. Thus, the authors of

[4] showed that positive emotions significantly increase the in-

fluence of distractions compared to neutral and negative states.

As a consequence, the driver’s experience of positive emotions

leads to a wider distribution of attention and distraction from

the traffic situation.

This paper proposes to investigate the relationship between

the driver’s behavior on the road and the emotions they feel.

This will allow to notice in time situations when the driver

is distracted or experiences bright emotions that affect his/her

decisions. Moreover, the moment of emotional occurrence as a

response to the intention to make a maneuver can characterise

the degree of a person’s fatigue.

The goal of this paper is to investigate the correlation

between a driver’s emotional response and the type of road

maneuver they perform. The DriverMVT [5] dataset is used

to solve the problem. This dataset represents more than 1500

minutes of recordings of 9 drivers in traffic. There is also

numeric data: accelerometer, gyroscope, and magnetometer.

The rest part of the paper is organized as follows: Section

2 represents a review of existing video detection approaches,

driver behavior detection methods, as well as datasets that are

used for the described tasks. Section 3 contains a description

of the presented methodology for comparing the maneuver

being performed and the driver’s emotion, Section 4 describes

the obtained results and shows the correlation between the

maneuver and the driver’s emotion. Section 5 summarizes the

results obtained and describes future plans and limitations.

II. RELATED WORK

This section reviews existing approaches for face emotion

recognition. After that, the existing solutions for driver behav-

ior detection are reviewed and the datasets that are used for

this task are described.

A. Video emotion detection

Face emotion recognition is becoming an increasingly rele-

vant topic in the modern world. Detection of human emotions

allows to determine their psychological state and make a fore-

cast of their behaviour. Human emotion analysis is applicable

in many fields, but today there is no single system that can

universally identify human states [6].

Facial expressions are vital identifiers of human feelings

because they correspond to emotions [7]. In most cases (about

55% of cases) [8], facial expressions are a non-verbal way

of expressing emotion and can be used to predict human

behaviour.

The authors of [7] [9] have reviewed articles of the last

years, where research on emotion recognition was conducted.

They distinguish the main steps of the pipeline for solving the

problem of emotion recognition: preprocessing (picture clarity

and scaling, contrast adjustment, extra enhancement process),

extraction of facial (various texture discriminators, external

methods, geometry-based methods), and emotion classifier.
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Both classical machine learning methods and deep learning

tools are used as emotion classifiers. The authors of [10] use

a support vector machine (SVM) to solve the classification

problem. The convolutional neural networks (CNN) are used

in [11] [12] [13]. The authors offer their modifications of the

architecture that improve the quality of the models.

Today a popular trend in emotion recognition is real-time

emotion detection. The authors of [11] propose a model of the

CNN and LSTM that works effectively under uneven illumina-

tion and head rotation (up to 25°), different backgrounds, and

different skin tones. Authors [12] propose a new model for

emotion detection using Reinforcement Learning to determine

the context of conversational clips and incorporate information

about the subject area of the conversation.

This paper proposes to solve the emotion detection problem,

which is essentially also real-time emotion detection.

B. Driver behaviour detection

Driver behavior is a set of different habits, behaviors, and

actions of a driver while driving, which can be divided into five

types: normal or safe driving, aggressive driving, distracted

driving, drowsy driving, and drunk driving [14]. The topic

of aggressive driving behavior detection and prediction of

drivers’ future actions is particularly relevant. In [15] con-

cluded that there is a correlation between driving conditions

or driver behavior and driver state. The authors of [2] proposed

a system to classify the driver’s driving behavior into 5 types

from the [14] using acceleration, gravity, throttle, and speed

data. As a result of using such a system, it is possible to notify

the driver of aggressive driving behavior at the proper period.

Another issue that needs attention is driver distraction. To

solve this problem, the authors use the analysis of the driver’s

facial expressions and physiological characteristics, such as

heart rate, blood saturation, and pressure. In [16] authors

propose to detect driver’s mental fatigue and drowsiness using

the XSENS motion capture system. In this study, a novel

modified BiLSTM was developed, trained, and tested. 3D head

angular acceleration data with current time information were

used as input data. The problem of distracted driver detection

is solved in [17] by using a hybrid CNN framework for a

dataset with images of drivers in traffic.

There are studies in which the authors evaluated driver

driving behavior based on physiological measures. In [15],

authors explore the correlation between maneuvers and vital

signs. Vital sign indicators are heart rate, oxygen saturation,

and blood pressure. The authors confirm the hypothesis that

there is an effect of performing a road maneuver on heart

rate and blood pressure as a result of the arousal and tension

produced by such events.

C. Datasets

Datasets for driver behavior prediction tasks are a set

of video sequences describing the traffic in progress. Some

studies also use cameras with sensors, such as the Kinetic v2

[5] [18] [19]. With the help of such devices, it is possible to

track the work of muscles, and the degree of their tension,

which gives an additional field for analysis. Usually, such

datasets contain various labels characterizing the surrounding

environment: type of maneuver being performed, speed of

traffic, information about other traffic participants, and data

from different types of sensors.

The 2018 Honda Research Institute Driving Dataset (HDD)

[19] was introduced. It is a dataset of over 104 hours of traffic

on the streets of San Francisco. The authors propose a novel 4-

layer approach for marking up the dataset annotation motivated

by human factors: Goal Orientation, Stimulus, Reason, and

Attention.

Another dataset containing traffic records is METEOR:

A Massive Dense & Heterogeneous Behaviour Dataset for

Autonomous Driving [20]. METEOR was introduced in 2021.

It contains videos of traffic in India. The video shows the

traffic situation as seen by the driver while driving. The dataset

is about 100 GB with 1000 minutes of one-minute videos. The

videos contain labels with various maneuvers on the road, such

as overtaking, rule-breaking, yielding, etc.

Also, some studies present datasets for specific tasks. For

instance, the Driver Anomaly Detection (DAD) dataset [21] is

proposed to solve the problem of detecting anomalous driver

actions such as falling asleep and consequently turning the

wheel rapidly. It represents 763 minutes of video recordings

of 31 drivers carrying out road traffic on a road simulator.

The DriverMVT [5] dataset also consists of a driver’s

video sequence in traffic. DriverMVT dataset contains video

recordings of 9 drivers engaging in traffic. The total duration

of the videos is more than 36 hours. The dataset also contains

information about heart rate, driver’s head position, accelerom-

eter, and gyroscope data. This dataset can be used to determine

the driver’s condition while driving and to identify correlations

between the driver’s driving style and his/her condition.

Another dataset that also contains smartphone sensor mea-

surements is the Driver Behaviour Dataset [22]. This dataset

records data from the accelerometer, linear acceleration, gy-

roscope, and magnetometer using the phone application. For

these measurements, there is a mapping with information about

what maneuver the driver is currently performing. Among the

maneuvers, it is possible to see aggressive left/right turns,

overbuilding, acceleration, decelerating, or no maneuver.

In order to prevent accidents, it is necessary to predict what

decisions a driver will make during traffic. Such decisions can

be predicted based on the detection of a driver’s emotions,

since emotions are one of the factors that influence the

decisions made. This solution can be integrated into existing

road hazard alerting systems.

III. METHODOLOGY

The main goal of the study is to investigate the correlation

between road maneuver and the driver’s emotions. The general

scheme of data preparation for problem solving is presented

in Fig.1.

Firstly, it is necessary to train a maneuver classifier to

identify the maneuver in progress using the accelerometer
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Fig. 1. The scheme of data preparation for problem solving

and gyroscope data. For this purpose, the DriverBehavior-

Dataset [22] is used, which contains information about the

maneuver in progress at a point in time and data from the

accelerometer and gyroscope. This dataset has 3 x,y,z values

for the accelerometer and 3 values for the gyroscope. The

available data was aggregated to a granularity of 3 seconds

(it was assumed that the maneuver duration is 3 seconds and,

using a window of length 3 seconds for shifts, a sequence of

maneuvers was obtained). The classifier was trained on the

labels of the maneuver that corresponds to the last second of

these three seconds.

The trained classifier is applied to the DriverMVT: In-Cabin

Dataset for Driver Monitoring including Video and Vehicle

Telemetry Information dataset [5]. There are 9 participants

in the video data: 2 females and 7 males. About 29% of

the recordings in this dataset correspond to a moment of no

driving. There are recordings where the driver uses the phone

while driving, and videos where the driver has a high level

of fatigue are also presented. This dataset contains video data

and a set of text files that have metrics synchronized with the

video for each second. This file contains accelerometer and

gyroscope data, but no maneuver label. The classifier trained

in the previous step is applied to the available data to identify

the maneuver at a point in time.

Then a face emotion recognition open-source model [23]

is applied to the video sequence to classify 6 standard emo-

tions (fear, neutral, aggression, happiness, disgust, sadness,

surprise). It is a convolution neural network trained on the

FER2013 dataset [24]. As an output of the model, numeric val-

ues between 0 and 1 are received, which show the expression

of the emotions at the current moment. Then it is necessary

to compare the obtained emotions with the maneuver being

performed at a moment in time.

Next, logic is implemented to match the emotion being

experienced to the maneuver being performed. The Fig. 2

is a model of matching vehicle maneuvers with the driver’s

emotions at that moment.

Let t0 be the beginning of the maneuver, t1 be the end.

Then (t0, t1) is a maneuver with maneuver type per second t1,

Maneuver is the time axis of moments and Emotion is the

time axis of emotions. It is necessary to complete the mapping

between the moment maneuver t1 ending at time t1 and some

Fig. 2. The model of matching vehicle maneuvers with the driver’s emotions
at that moment

emotions around the maneuver maneuver t1. It is necessary

to compare which emotion is related to the maneuver. For this

purpose, it is required to analyze the values of emotions at

the different time intervals in connection with the maneuver

and to verify the hypothesis that the emotion appears not only

during the maneuver but also before or after it.

To achieve this goal, we introduce the left l and right r
boundary definitions. These are the values of the time intervals

(measured in seconds) from t1 + l and to t1 + r respectively,

and t1 may or may not be included in this interval (in case l
and r are both negative, we look at the emotions in the interval

before the maneuver starts).

Based on the comparison of the obtained values of emo-

tional expressions and the maneuvers performed at the mo-

ment, a dataset is assembled. In this dataset, each maneuver

at time t1 is matched with emotion at time t1 + i, where

i = l...r. In this way, we can explore the driver’s emotions at

different points in time concerning the maneuver. This allows

to evaluate to study the correlation between emotion and the

maneuver, not only at the moment of maneuvering but also at

moments when the driver is only going to maneuver or when

the maneuver is already completed.

In the beginning, the experiment was performed on each

driver individually. This allows to ignore the physiological

characteristics of each driver (reaction speed, intensity of

emotional expression) and find common patterns of influence

of the type of maneuver and emotional expression.

So, several experiments are performed:

1) To explore the relationship between emotion and the

type of maneuver being performed, the average value of

emotional expression over the time interval (t1+l, t1+r)

is analyzed Fig. 3. This experiment is repeated several

times for different values of parameters l and r. In

this case, l is taken from the range (−10,−6) and r
from (0, 3). Based on the results of this experiment,

it can be concluded that each driver’s driving style

(e.g., aggressive or non-aggressive) affects the driver’s

emotional state.
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Fig. 3. The scheme of the average emotional expression score for each
maneuver type

2) To study changes in emotion over time, in the surround-

ing area of the maneuver. It is necessary to consider the

average value of emotional expression for each type of

maneuver at i second relative to the end of the maneuver

(t1). This logic is shown in Fig. 4. For example, if there

are two maneuvers of the same type at different time

intervals, the average of the second-by-second values of

emotional expression for these maneuvers is taken. In

general terms, the emotion at the time t0 + i, i = l...r
is evaluated for a specific range of l and r. This allows

observing when a person shows emotion during maneu-

ver performing check the hypothesis that some emotions

appear for some time interval before the maneuver is

performed.

Fig. 4. The scheme of emotional expression estimation at each second around
the performed maneuver

To research the relationship between emotions and the type

of maneuver performed by all drivers, it is necessary to

standardize the available measures of emotional expression for

each driver. This is because all people have different states of

emotional rest and different measures and rates of emotion in

similar situations.

Fig. 5. The scheme of the algorithm for estimating the emotional expression
without taking into account the individual characteristics of the driver

For this purpose, the relative magnitude of emotional ex-

pression is calculated. Fig. 5 shows the scheme of the al-

gorithm for estimating emotional expressions without taking

into account the individual characteristics of the driver. First,

the average value of the expression of each emotion for each

driver is calculated. Then the rows are filtered and the values

that are outliers concerning 10% of the window relative to the

calculated average are left. Based on these outliers, the average

for each maneuver is calculated. The obtained values are

averaged. Then the relative change of emotion on a particular

maneuver is taken. This approach allows us to look at the

trend of the driver’s emotion change, minimizing the driver’s

characteristic features related to emotional expression.

Python 3.10 was used for implementation. Since a pre-

trained model is used for emotion classification, significant

computational resources are not required. All transformations

can be performed using a CPU with 16 Gb RAM.

IV. RESULTS

Three types of experiment were conducted. The first two

were conducted for each driver separately:

• evaluation of the average emotional expression for each

type of maneuver

• studying the seconds of emotion appearance depending

on the type of maneuver

The third experiment was conducted for all drivers at the same

time taking into account individual physiological features.

• studying the level of emotional expression depending on

the performed maneuver for all drivers

Fig. 6. Driver 1. The average expression of emotion by maneuver

Fig. 7. Driver 5. The average expression of emotion by maneuver
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Fig. 8. Driver 2. The average of emotional expression per-second

First, the experiments were performed on each driver sep-

arately. The average value of emotional expression at a given

interval (l, r) was analyzed. As parameters, l from the range

(−10,−6) and r from (−1, 3) were enumerated. For example,

for a pair (−10, 1) given that the maneuver lasts 3 seconds,

we look at 7 seconds before the maneuver starts and 1 second

after the maneuver is performed.

As a result of this experiment, it was found that aggressive

deceleration causes the greatest change in emotion. Fig. 6

and Fig. 7 show that fear and surprise increase during the

aggressive deceleration maneuver. Also, both drivers have

decreased anger during aggressive acceleration. Disgust does

not change in two drivers and, in general, is not particularly

noticeable during driving. However, the severity of disgust

differs by a factor of two between drivers. This again illustrates

the individual differences between drivers and the importance

of taking these characteristics into account in experiments.

Sadness also does not change depending on the maneuver

being performed.

After the first experiment, it was logical to investigate the

time of emotional occurrence for different types of performed

maneuvers. Next, the second experiment was conducted. In

this experiment, the mean value of emotion in each second

relative to the moment of the end of the maneuver was

investigated. The results for 2 drivers are presented in Fig. 8

and Fig. 9. From the presented results, it is clear that specific

emotions appear and pass away at specific moments relative

to the end of the maneuver t1.

For instance, aggression increases during aggressive ma-

neuvers, but not for the whole considered period. Moreover,

at some moments, the driver notices that it is necessary to

react, which leads to increased surprise, which may pass before

the maneuver or remain until the time of the maneuver. It is

also important to underline that when the maneuver is not

performed, the driver’s emotions are stable and no changes

are observed.

At non-aggressive maneuvers both drivers do not change

the level of expression of neutral emotional state for the

whole interval under consideration. In general, this indicates

the concentration of attention during driving, when the driver

is focused and monitors what is on the road. At the same

time, during aggressive decelerations, Driver 2 reacts to the

maneuver more steadily than Driver 5. Thus, at the end of the

aggressive maneuver, Driver 5’s neutral state expression level

decreases.

According to the results of the first experiment, the opti-

mal range for analysis was obtained: (−7, 3). However, the

values of emotional expression for different drivers cannot be
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Fig. 9. Driver 5. The average of emotional expression per-second

compared due to physiological and psychological peculiarities.

Therefore, to normalize the results obtained and to be able to

compare them, relative values of emotional expression were

considered.

Next, a third experiment was conducted. This experiment

allows to estimate the expression of driver’s emotions by

minimizing the individual characteristics of the driver. It is

impossible to get rid of such factors completely, but it is

possible to reduce their influence. This allows to compare the

values of emotional expressions between drivers.

To calculate the average relative value by emotion, the

following steps are performed for each driver:

• calculation of the average value of emotional expressions

for the whole period

• filtering of emotional expression values within the range

of ±5% of the average

• calculating the average of the remaining values within the

maneuver

• calculating the relative value as the ratio of the average of

the remaining values within the maneuver and the average

value of emotional expression for the whole period

Fig. 11 illustrates the average relative value of the driver.

From the results obtained, the following conclusions can be

drawn for most of the considered drivers:

• It can be noticed that during aggressive acceleration

drivers can be divided into 2 groups. The first group is

characterized by an increase in surprise and a decrease in

anger. This can be interpreted as the first driver’s reaction

to a traffic situation that requires a response. The other

group of drivers reacts in the opposite way. Surprise

decreases and anger increases. Such opposite reactions

can be explained by the opposites of anger and surprise.

Some people react to unexpected situations with surprise

and others with anger.

• At the same time, surprise does not increase before

aggressive acceleration, which is logical. This is ex-

plained by the fact that a person usually plans acceleration

independently, without any apparent influence of external

factors.

• For the majority of drivers, neutrality is increased for

aggressive maneuvers. This indicates that the driver is

focused on the traffic situation.

• It is difficult to identify any trends for happiness. Re-

actions of drivers in this situation are very individual.

However, for a non-aggressive event and driving without

maneuvering, the values are at the level of average values
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Fig. 10. The average relative value of emotional expression by the driver

for the whole time period.

• For fear, a general increasing trend is tracked for minor

maneuvers and for aggressive deceleration.

From the obtained results, we can conclude that for the

majority of drivers, the tendency to change emotions during

different maneuvers is observed. However, there are moments

when individual peculiarities of drivers appear. For a more

general analysis, it is necessary to use a larger sample of

drivers.

V. CONCLUSION

During analysis of the vehicle maneuvers and driver emo-

tions, we conducted three types of experiments. The first two

are designed to study emotions for each driver separately. The

third experiment allows to compare the emotional reactions of

the drivers minimizing their psychological and physiological

peculiarities. To summarize, it is possible to say that for fear

and surprise clear patterns can be identified. For happiness

patterns are not observed in this sample of drivers, but there

is similar behavior on specific maneuvers.

Experiments show that when aggressive braking is per-

formed, a person’s fear level increases in a few seconds.

Moreover, it was found that emotions do not appear only

at the moment of the maneuver. Experiments have shown

that the greatest expression of emotions appears in 4 seconds

before the start of the maneuver and ends in 3 seconds after

the maneuver is performed. The correlation between fear

and surprise has also been established. In the execution of

Fig. 11. The average relative value of emotional expression by the driver

aggressive inhibition. The increase in one emotion leads to a

decrease in the other.

The results obtained in this research can be integrated into

existing systems for alerting drivers in case of dangerous traffic

situations. In this study, it is found that there is a correlation

between the road maneuver being performed, and the emotions

experienced by the driver. Based on the analysis of emotions

while driving, the system can predict the dangerous maneuvers

that the driver is going to perform.

In the future it is possible to apply the proposed method-

ology to a larger number of drivers and maneuvers. This will

expand the possibilities for building a system that can predict

driver behaviour taking into account the driver’s emotions. As

a consequence, it will reduce the probability of road accidents.
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