ISSN 2305-7254

PROCEEDING OF THE 36TH CONFERENCE OF FRUCT ASSOCIATION

Automated Speech Act Annotation in a Russian
Spoken Corpus Using Large Language Models:
A Comparative Study

Tatiana Sherstinova, Viktoria Firsanova, Alena Novoseltseva, Mariya Megre, Egor Savchenko
National Research University Higher School of Economics
Saint Petersburg, Russia
{tsherstinova, vfirsanova}@hse.ru, {aonovoseltseva, msmegre, easavchenko 1}@edu.hse.ru

Abstract—The research focuses on the automatic annotation
of a linguistic corpus using large language models (LLMs).
Annotating a corpus is a crucial step in its creation, as it
determines the practical scope and applications of the resource
being developed. This study explores the annotation of oral
speech transcripts at the pragmatic level using speech acts that
reflect the speaker's intent and purpose. Typically, this task is
performed manually by experts, which greatly limits the volume
of annotated data that can be produced. In this work, an attempt
was made to automatically annotate speech acts using five LLMs
commonly used for processing Russian texts — ChatGPT,
GigaCHAT, YandexGPT, Mistral, and Gemini. A comparative
analysis of the automatic annotation results was conducted,
highlighting the strengths and weaknesses of each model. . The
findings suggest that employing LLMs for corpus annotation is a
promising approach, with ChatGPT and Gemini demonstrating
particular effectiveness in speech act categorization. However, for
Russian, language-specific models like GigaCHAT and
YandexGPT are preferred when language-specific information is
needed.

1. INTRODUCTION

The research is dedicated to solving an important practical
task: automating the annotation of linguistic corpora. A
linguistic corpus is an electronic language resource used for
scientific research, statistical processing of linguistic
phenomena, and training language models on textual materials
from these corpora.

Corpus annotation is a crucial step in the creation of a
linguistic resource, as it enables searching through annotated
linguistic data categories, filtering linguistic material, and
obtaining statistical data on the conditions of annotated units'
implementation. Each linguistic resource is characterized by its
own set of annotation levels. The most standard ones include
1) the morphological level, where POS tagging (noun, verb,
adjective, etc.), word forms (gender, number, case), and
morphemes (roots, prefixes, suffixes) are annotated; 2)the
syntactic level, describing syntactic connections between words
in a sentence and syntactic constructions; and 3) the semantic
level, where word and phrase meanings, semantic roles, and
ontological categories (entity, event, property) are reflected.
Annotation at these levels is usually done semi-automatically—
first, appropriate parsers are used, and then expert review is
conducted on the automatically generated annotations.
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The material for this study was not written texts, as is
usually the case, but transcriptions of audio recordings of
everyday conversations in Russian from the ORD corpus,
known as the "One Day of Speech" corpus [Asinovsky et al.
2009], [Bogdanova-Beglarian et al. 2016]. These texts reflect
real, unscripted verbal communication on both personal and
professional topics between two or more speakers in natural
settings (at home, at work, in a store, in an office). The
transcriptions reflect all the “imperfections” of spontaneous
spoken language, both at the lexical and grammatical levels,
which significantly complicates their annotation.

Furthermore, the task of this research is to annotate the
transcriptions of sound recordings at the pragmatic level
[Jurafsky 2006; Weisser 2014]—more specifically, at the level
of speech acts that differ in the pragmatic goal that the speaker
sets for themselves when producing an utterance (e.g.,
“statement”, “request”, “question”, etc.). Essentially, this
involves a multidimensional classification of a representative
set of phrases into various types of speech acts using the
scheme developed for the ORD corpus (see Section II for
details). This task was previously carried out exclusively by
experts through manual annotation [Sherstinova 2016].

The emergence of large language models (LLMs) has raised
the question of whether their capabilities can be applied to the
automatic classification of utterances (phrases) into speech
acts—that is, into different groups based on the speaker's
pragmatic intent when producing the phrase. The primary goal
of this research is to provide an answer to this question.

The article is structured as follows. Section II introduces the
principles of annotating the ORD corpus by speech acts and the
features of its notation. Section III describes the application of
LLMs for solving similar tasks and describes related works.
Section IV presents five experiments on the automatic
identification of speech acts using different LLMs most
commonly used for processing Russian-language data. Finally,
in Section V, we discuss and interpret the obtained results.

II. PRINCIPLES OF SPEECH ACT ANNOTATION IN THE ORD
CORPUS

The concept of a speech act is currently quite widespread in
modern linguistics, yet the common understanding of what
constitutes a speech act and which categories are distinguished
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varies significantly across different linguistic traditions and
schools. Initially, the term was introduced by J.L. Austin
[Austin 1962], after which it underwent significant revision by
J.R. Searle [Searle 1976], and subsequently, speech act theory
was developed by many of their followers. Notable scholars
who have contributed to the understanding of speech acts
include A. Wierzbicka [Wierzbicka 1973], M.M.Bakhtin
[Bakhtin 1986], and Yu.D. Apresyan [Apresyan 1986].

In pragmatic studies conducted on data of the ORD corpus, a
speech act is understood as a purposeful speech action,
considered within the context of a pragmatic situation and
possessing a certain illocutionary force [Sherstinova 2015]. It is
assumed that every speaker's utterance consists of one or more
speech acts. Furthermore, we believe that any statement can be
interpreted as a speech act of a certain type. In this sense, our
approach differs from the traditional understanding of speech
acts proposed by J.R. Searle.

In developing a classification scheme for speech acts for the
annotation of the ORD corpus, we analyzed the most well-
known systems for the formal representation of speech actions
used in various linguistic corpora with pragmatic annotation,
such as the SPAACy (Speech Act Annotated Corpus, UK)
[Weisser 2003]; [Leech & Weisser 2003], the Dialogue Act
Markup in Several Layers (DAMSL) system [Allen & Core
1997], the international Cross-Cultural Study of Speech Act
Realization Patterns project [Blum-Kulka & Olshtain 1984], the
Verbal Response Modes (VRM) discourse taxonomy system
proposed by W. Stiles [Stiles 1992], and others.

However, most of the proposed classifications were
developed for a limited set of communicative scenarios (e.g.,
phone calls to call centers or purchasing train tickets) and
therefore are not suitable for annotating such a complex genre as
everyday spoken communication. To address our task, it seemed
appropriate to use speech act classifications developed by
Russian linguists specifically for Russian conversational speech
[Borisova 2009].

The main types of speech acts annotated in the ORD corpus
are defined as follows [Sherstinova 2016]:

1. Representatives are speech acts whose primary goal is the
exchange of information between dialogue participants.

2. Directives are speech acts intended to prompt the
addressee to action (or inaction) or express an attempt to
influence their worldview, emotions, and attitudes.

3. Commissives involve the speaker taking on certain
commitments.

4. Expressives-emotives arc used to express and convey
feelings and emotions.

5. Etiquette expressives are standardized forms that regulate
communication in polite and ritualized situations.

6. Valuatives are used to express evaluative opinions or
judgments.

7. Suppositives express the speaker's opinion or assump-
tion.
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8. Communicative regulatives are phatic speech acts related
to the "organizational" aspects of interaction, used to structure
and manage dialogue.

In addition to these common classes of speech acts, in ORD
pragmatic annotation the following other categories are used:

9. Undefined is used in cases (most often for incomplete
speech fragments), where the illocutionary force cannot be
determined.

10. Paralinguistic speech events, many of which may carry
illocutionary force (e.g., laughter, sighs, groans, etc.).

For the purpose of this study, it was also decided to separate
“questions” which were previously categorized during corpus
annotation as a sub-type of representatives into their own group.
This led to a new category:

11. Rogatives used to denote questions.

Within each major type of speech act, subtypes are
distinguished because it may be necessary to separate, for
example, a request from a command within the general category
of directives [Sherstinova 2018]. However, in this particular
study, we do not consider speech act subtypes, focusing only on
the main categories.

When annotating speech acts in the ORD corpus, each
utterance is listened to, segmented into fragments homogeneous
in illocutionary force, and each fragment is assigned the closest
corresponding speech act or a combination of speech acts when
the same speech fragment performs multiple illocutionary
functions simultaneously. To date, more than 200
communicative macro-episodes have been annotated in this
way. The statistical distribution of speech acts within this
material is presented in the article [Sherstinova et al. 2022].

When working with textual data, the notation—the principles
of representing spoken speech in the corpus transcripts—is also
of great importance. The ORD corpus uses a complex system of
special symbols that experts are trained to understand, and these
must obviously be included in the training instructions for the
language model. Detailed information on the transcription
notation used in the ORD corpus is presented in the following
publications [Asinovsky et al. 2009; Sherstinova et al. 2010].

I11. LARGE LANGUAGE MODELS FOR CORPUS ANNOTATION:
RELATED WORKS

Large Language Models (LLMs) are deep learning models
for natural language generation trained on vast amounts of text
data. LLMs use the Transformer architecture introduced in
[Vaswani et al. 2017], which uses a self-attention mechanism
to capture deep contextual relationships between words. LLMs
shifted the paradigm of natural language processing from task-
specific models to foundation models [Bommasani et al. 2021]
that can solve a wide range of tasks. The foundation models
can be guided toward the desired output through prompt
engineering [Marvin et al. 2023], i.e. a process of building
instructions for generative models.

The study focuses on applying the following state-of-the-art
LLMs to the linguistic corpora annotation: ChatGPT [Achiam
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et al. 2023], GigaCHAT [GigaChat 2024], YandexGPT
[YandexGPT 3 2024], Mistral [Jiang et al. 2023], and Gemini
[Team G. et al. 2023]. The research focuses on the following
LLM features:

1) capturing linguistic labels from user instructions,

2) refining outputs based on user feedback,

3) handling large context windows, processing documents,
4) processing data in Russian.

Meta-learning is the ability of a machine learning model to
solve new tasks without being explicitly trained on them
[Schmidhuber 1987]. For example, GPT-3 [Brown et al. 2020]
and later GPT generations have few-shot capabilities that
allow the LLM to label large amounts of data given a few
examples of labeled samples. In corpus annotation, the LLMs
are expected to capture linguistic categories from a few
labeled samples in user prompts. The study assesses the
LLMs’ capacity to capture speech act descriptions based on
labeled samples provided in the user instructions.

Iterative refinement is the ability of an LLM to correct its
output based on user feedback [Chen et al. 2023]. In corpus
annotation, refining outputs based on the follow-up prompts
are necessary to align the model judgments with annotator
decisions to ensure that automated annotation does not
contradict linguistic information represented in the corpus.

The context window size of an LLM refers to the number of
tokens (e.g., subwords) a model can process. For example, the
context window size of state-of-the-art LLMs may vary from
8k to 128k tokens or more. Handling large context windows
allows for processing documents, which is beneficial for
automated corpora annotation. For example, document
handling and large context window size allow for uploading
partly annotated tabular data and returning a fully annotated
table. In this example, the partial annotation plays the role of a
few-shot sample set.

One of the challenges in applying LLMs to linguistic tasks
is their multilingualism. The study highlights processing data
in Russian. While ChatGPT, Gemini, and Mistral can show
multilingual capacity, they were not explicitly trained to
process Russian. In this study, the models are compared to
GigaCHAT and YandexGPT expressly trained by Russian
data.

The following sections describe the experiments applying
ChatGPT, GigaCHAT, YandexGPT, Mistral, and Gemini to
speech act corpus annotation. The experiments allow for
assessing the LLMs' capacity toward capturing linguistic
labels from user prompts, correcting outputs based on user-
machine interaction history, handling large documents, and
processing data in Russian.

IV. EXPERIMENTS IN AUTOMATIC SPEECH ACT
ANNOTATION WITH LARGE LANGUAGE MODELS

To evaluate the effectiveness of applying LLM to speech
act annotation, experiments were conducted using the most
commonly used language models when working with the
Russian  language, such as ChatGPT, GigaCHAT,
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YandexGPT, Mistral, and Gemini. Textual data used for the
experiments was a subcorpus of the ORD corpus annotated at
the speech act level. The research sample consists of 42,387
speech acts (phrases) related to 243 speech episodes. The
results of the annotation were exported from the database as
Excel tables containing the following fields: phrase number
(#), unique episode code (Episode), start time of the utterance
from the beginning of the file (7ime), orthographic record of
the phrase using ORD notation (Phrase), speaker code
(Speaker), type of speech act (SpeechAct), subtype of speech
act (SubType), and the speaker's social role in the given
communicative situation (SocRole) (see Fig. 1).

Time Phrase
00:00:09.046
00:00:12.844
00:00:13.298
00:00:13.972
00:00:16.417
00:00:18.020
00:00:18.597
00:00:19.729
00:00:20.453
00:00:20.868
00:00:23.920
00:00:24.678

SocRol:
K1
Kn
CC
KN
K1

Eposide

ordS001-01
ord5001-01
ordS001-01
ords001-01
ordS001-01
ords001-01
ordS001-01
ords001-01
ordS001-01
ords001-01
ordS001-01
ordS001-01

SubType
3AN
NEPE
BOMnp
OTB
BOMnp
OTB
BOMnp
OTB
MNEPE
3AAH
BOMpP
oTB

S001
5001
FNOO1
$001
S001
$002
FNOO1
S002
FNOO1
S002
FNOO1
S002

NHD
PET

NHD
WH®
MHE
WH®
HE
WH®
PET

KoM
MHP
NHD

ewg noxanyiicta curapetsl / Vogues /,
a?

Kakoii Vogues ?

c meHTonoM //

MHe / B3ATb ?

B03bMM //

5To BMecTe ? aa ?

e / mecte / smecte //

Bmecte ?

o [~ ]ov & w|me [ |2

w

10
11
13
14

noTom paccyutaemca //
uTo ewé ?

scé //

Fig. 1. Fragment of a Table with Exported Utterances Annotated at the Speech
Act Level

These data were used for further work with LLMs. If the
interaction with the LLM allowed for the entire file to be
processed (e.g., for ChatGPT), the file was uploaded in full;
otherwise, subsets of utterances were uploaded directly into
the model's chat prompt. Communication with all language
models was conducted in Russian.

A general communication protocol was developed for the
experiments to simplify the comparison of the results.
However, it was not always possible to fully adhere to it due to
the specific features and interfaces of each model. The
communication protocol generally proceeded as follows:

Step 1. Introducing the model to the corpus notation:
loading instructions on how to interpret the transcription of
utterances and what non-standard symbols are used in the
transcripts. Checking that the model correctly understood the
instructions.

Step 2. Introducing the model to the customized
classifycation of speech acts with examples similar to the
following (see Fig. 2).

Step 3. Requesting the model to formulate a detailed
description of 2-5 sentences for each type of speech act based
on the provided examples. Evaluating the results and refining
the descriptions until a satisfactory scheme was achieved.

Step 4a. Tasking the model to determine the type of speech
act for a list of given utterances.

Step 4b. Tasking the model to determine the type of speech
act for the entire uploaded table (in csv or MS Excel format).
In this case, additional information was provided to the model
about the table structure and which columns needed to be
analyzed, while columns with existing annotations were to be
ignored.
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SPEECH ACT TYPE phrase example

KOMWCCKBBI notom paccuutaemca //, Hy-ka / nasaiite rnadem //
OKCMNPECCWBbBI-3TWMKETHBIE # o4enn (...) npuATHO /, 3gpascTayiTte //

OWPEKTHBDBI noseoHWTe MHe BedepkoM //, aa/ ceoto 3abupaitte //

PErYNATHUBBI KOMMYHWUKATMBHDIE 1y BoT //, xopowo ?

PEMPE3EHTATWBbI He / BmecTe / BMecTe //, NATLIA HOpManbHbIA /f

POTATMBbI a10 y wecToro/ na ?, a ¢ NATLIM BCE HOPManLHo 7
BEPAWMKTWBLI-BAMOATIBbI ona cTapan //, 4To-TO ¢ HUM He To //

®PArMEHT HEOTMPEAE/AEMbBIA na(:) ..., a BoT 3a(:) ... 3@ BOT 3... LUBCTHA... BOT BOT ...

MAPANMHIBUCTWKA *C, *B
Fig. 2. The list of speech acts with examples for training models

Step 5. Evaluating the results of the automatically generated
annotations, adjusting prompts to achieve the best outcome,
and repeating steps 4 and 5 until the desired result was
reached.

A. ChatGPT

The model used in this experiment was ChatGPT version
4.0.

Step 1. The model comprehended the transcript notation
quite well and was able to provide examples for each element.
Besides, it could calculate the statistics of symbols usage in
the table data.

Step 3. The model successfully generated descriptions for
each of the proposed types of speech acts. In cases where it
provided inaccurate results, significant improvements were
achievable through further chat.

1. KOMWUCCHWBDbI: Pe4eBble akTbl, B KOTOPbIX rOBOpALLNiA 6epeT Ha ceba
06a3aTeNbcTBa BbIMONHUTL ASUCTBHE B ByAyLLEM, HanprMep "MoToM paccynTaeMca
/ Hy-Ka / faBaWiTe rnAHeM". 34ecCb BbipaxkaroTcA o0eLaHuA WK HaMepeHua.

2. 3KCMNPECCUBbI-OTUKETHBbIE: Bkto4atoT BeX/1MBble GOPMYIbl U BbipaXXeHnA
coumnanbHoro aTKMkKeTa, TakMe Kak NpUBETCTBMA UKW NPOLLAHWUA, HanpuMep "o4eHb
(...) NPUATHO / 3apaBcTRyitTE"

3. OMPEKTUBBI: 3TV akTbl BKIHOMAKOT KOMaH/bl, NPOCHObI MM PeKoMeHaaLuu,
HanpaBneHHble Ha NoGyXXAeHVe cnyLaTens K eCTBNI0. MpUMep: "MO3BOHWTE MHe
BeYepkoM /, Aa/ ceoto 3abupaiite”

4. PEIYNIATUBbI KOMMYHWKATUBHBLIE: PeueBble akTbl, HanpaeneHHble Ha
yrnpaeneHue NpoLeccoM KOMMYHUKALMM, YNOPAA0YMBAHME AUaNora uin
yTOUHEeHWe AeTaneii, kak B npuMepe "A BaM He CAENato He LWecTHajuaTb/ a
BOCEMHaLaTb caenato / xopolo?".

5. PEMPE3EHTATUBbI: YTBEpXKAEHWA UM BbICKA3bIBAHNA, BbIPaXaloLLVe MHEHWE
WKW GaKTbl, KOTOPbIE FOBOPALLMIA CHUTAET BEPHBIMU, KaK B NpUMepe "nAThii
HOPMarnbHbIi / MHE KaXeTcsa / YTo NATbIA /.1

Step 4a. The model successfully handled the annotation of
the list of phrases through prompts (See Fig. 3).

Step 4b. The model managed to annotate the entire large
table (see Fig. 1), containing more than 40,000 phrases, by
adding a new column with speech act annotations. However,
the results were less convincing here. In the initial part of the
table, the annotations were of high quality, but the accuracy
significantly decreased later. In Tab. I, the percentage of
speech acts identified by ChatGPT is compared with expert
annotations for the same data. It is noticeable that a substantial
portion of the phrases were classified as UNDEFINED,
indicating the model's difficulty in identifying speech act
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types. However, it's important to note that these results were
obtained without performing Step 1 (learning the notation).

[ina knaccudmKaLMm peyeBbIX akToB s MPOaHanU3npoBan KaXxxayto penuky:

1. ewwé noxkanymcTa curapertsl / Vogue$ // — OUPEKTUBbI (npocbba unw 3akas
yero-nnbo).

2. a?— POTATUBbI (BONpoc Unu yTOYHEHWE).

3. Kakoi Vogue$ ? — POTATUBbI (Bonpoc Ans yTOUHEHWSA AeTanu).

4. cMeHTonoM // — PEMPE3EHTATUBDI (yTBEpP>XAEHWNE, YTOUHEHWE AeTanel 3aKasa).
5. *NM— NAPAJIMHIBUCTUKA (HeBepb6arnbHble 31eMeHTbl, Nay3a Un 3Byk).

6. MHe /B3aTb ? — POTATUBbI (Bonpoc unv npeanoxeHne ¢ npocb6oi NoaTBEPAUTD
LeicTeune).

7. Bo3bMU // — OUPEKTUBBI (Mpukas nnv pekoMmeHaaums).

8. aTtoBMecTe ? fa ? — POTATUBbI (BONpOC Ha yTOYHEHUE COCTOAHUA UK
o6beguHeHus).

9. He/BMecTe /BMecTe // — PEMPE3EHTATUBbI (yTBEp)XAEHWE C BO3MOXHbBIM
ncnpasneHnemM).

Fig. 3. The results of Step 3 for chatGPT
TABLE I. DISTRIBUTION OF SPEECH ACT TYPES BASED ON EXPERT

ANNOTATION AND THAT PERFORMED BY CHATGPT
(INITIAL AND FINE-TUNED)

Expert ChatGPT ChatGPT

Speech acts annotation (initail) (fine-tuned)

Sum Y% Sum % Sum %
REPRESENTATIVES| 18210 | 43,13 633 1,33 22823 1] 50,48
REGULATIVES 7045 16,69 | 8465 17,80 91 0,02
ROGATIVES 5592 13,24 0 0 13820 1| 30,57
DIRECTIVES 3262 7,73 330 0,69 246 | | 0,54
VALUATIVES 3065 7,26 0 0 26 | 0,06
ETIQUETTE EMOT. | 1427 3,38 0 0 911 2,01
SUPPOSITIVES 1229 2,91 0 0 281 ] | 0,62
COMMISSIVES 859 2,03 1 0,00 124 | | 0,27
EMOTIVES 701 1,66 0 0 560 1,24
PARALINGUISTICS 485 1,15 5329 11,21 | 25101 | 5,55
UNDEFINED 348 0,82 | 32801 | 68,97 |39041 | 8,63

Subsequent experiments aimed at improving the recognition
of speech acts, both for specific categories (to teach the model
to identify all etiquette forms, for instance) and using multi-
class classification. The primary goal was to reduce the
number of UNDEFINED speech acts. More examples for each
type of speech act were provided, and the model was tasked
with reviewing its own classification to find errors and identify
more speech acts of specific types.

The final results are shown in the right column of Table I.
Although the quantitative distribution of speech act types
improved, there remained an asymmetry in the prevalence of
representatives, paralinguistic units, and undefined forms,
while the share of regulatives, directives, valuatives,
suppositions, and commissives dropped sharply.

The work shows that ChatGPT is a promising tool for the
automatic annotation of such complex linguistic units as
speech acts. It performs well when annotating a small number
of utterances, but errors arise when processing big data, which
can be corrected with instructive prompts.

It was also observed that when tasked with classifying
utterances, ChatGPT often forgets the context and must be
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explained the same things multiple times, though this doesn't
always help. When using both a textual description (definition)
of a speech act and a list of example utterances illustrating it,
the model tends to rely on the latter, becoming more formal
and failing to recognize related forms that were not included in
the list. This creates the impression that the model switches to
simpler formal text matching and forgets its analytical
capabilities.

Future work on testing the model may proceed in the
following directions: 1) determining whether the quality of
speech act recognition depends on the sample size and what
volume of text data can be considered the maximum allowable
for one prompt, 2) more detailed study of the annotation
results, analyzing the utterances themselves, and identifying
weaknesses that prevent the model from making the correct
interpretation, 3) optimizing prompts to achieve better results.

B. GigaCHAT

The work was conducted using the GigaChat model,
version 3.5 with 13 billion parameters.

Step 1. The model understands the
supplementing its output with additional
information from external sources.

given task,
theoretical

Step 3. The model's output is not grounded in the given
training examples. The class descriptions are based not on the
provided examples but on external information.

JKCNpeccuBHbLIE-3MOTUBHbBIE peYeBble akTbl BbipaXkaloT AMOLIMK U HyBCTBa
rosopsiiero. OHM MOryT BbITb MCMONb30BaHbI AN BbIpAXEHWUsI pagoCcTy, YAMBNEHNS,
pasoyapoBaHus 1 Apyrux aMouuii. MpuMepbl Taknx peyeBbIX akToB BKMOYatoT
BOCKITMLIQHUSA, MEXAOMETUS U AMOLMOHANbHO OKPaLLEHHbIE BbiCKa3blBaHMSI.
PoraTtuBHblE peyeBble akTbl UCMONb3YIOTCS ANs 0603HaYeHUs AeACTBUS UNK
COCTOSIHWSA, KOTOPOE OTHOCUTCS K APYroMy nuuy unu obbekTy. OHu Yacto
HaYMHaTCH C BONPOCUTENbHbIX CNOB, Takux Kak "kto", "4to", "rae" u 1.4., u
HanpaBsreHbl Ha nonyyeHue nHcopmauum ot cobecegHuka.
BepAuKTUBLI-CYNno3nTUBLI NPEeACTaBnsAoT cobol yTBEPXAEHUS, KOTOpbIE coaepxar
npeanonoxeH1e Unu JonyLleHne co CTOpoHbl roBopsitero. OHK MoryT
MCNONb30BaThHCA AN BbIPAXEHUSI MHEHUSI UNKU CYXKOEHUS O KakoM-nnbo npeamere
WUNU CUTyauum.

Step 4a. The model's analytical capabilities are constrained
by its inability to identify multiple speech acts within a single
utterance, often resulting in misclassifications.

1. OKCNpecCUBHbIN-3MOTUBHbIN pe4eBoit akT: «*1 MHe / B3ATb ?» — BblpaxaeT

npocb0y.

. PoraTuBHbIi peyeBoii akT: «a ? kakoit Vogue$ ? ¢ meHTonom //» —
HanpaBsreH Ha nonyyeHne UHopMaLmm ot cobeceaHuka.

. KomuccuBHbIN peyeBoii akT: «3To BMecTe ? Aa ? He / BMecTe / BMecTe //» —
ycTaHaenueaet obsi3aTenbcTBa Mexzay y4acTHMKaMu pasrosopa.

. [INPEeKTUBHBbIV pe4eBoii akT: «BMeCTe ? NOTOM paccuntaemcs //» —
HanpaBneH Ha To, YTo6bl 3aCTaBUTb APYroro YenoBeka BbiMONHUTL Kakoe-To
nencTeue.

. MapanuHreucTuyeckuin peyeBoit akT: «*H //» — HeBep6anbHoe cpeacTBo
KOMMYHUKaLWK, BblpaXaloLLee OTHOLLIEHWE FOBOPSILLETO K CUTYaLUK.

. BepAMKTUBHbIN-CYNNO3UTUBHBIN PEYEBOI aKT: «4TO elé ? Bcé //» —

COAEPXUT NpeanonoXxXeHne unu gonyueHne co CTOpoHbI roBOpPsLLIErO.
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Step 4b. The version of the model available at the time of
the research does not provide the ability to upload .xls files. To
address this issue, three completed dialogues of different sizes
were randomly selected from the general database.

During the analysis of the new data, the model continued
to make errors both in identifying speech acts within a phrase
and in determining their types, despite attempts at correction
via prompts. Currently the model demonstrates an inability to
handle such linguistic tasks, as its output results do not align
with theoretical data and are random.

The problem of "forgetting" the context does not seem
significant, as throughout the entire dialogue, the GigaChat
model adhered to the given instructions, although it made
multiple errors.

A promising direction for improving the model's
performance may be to expand the training sample by adding a
larger number of dialogues with human-annotated speech acts.
This will allow the model to more effectively learn to solve the
given task.

C. YandexGPT

The latest version of the model, YandexGPT 3, was used
for the research.

Step 1. The model was tested with additional instructions
for understanding the transcription notation and without it. The
results showed no differences between the two cases. The
model identifies the boundaries of speech acts situationally,
without relying on the instruction.

Step 3. The model successfully generates descriptions of
all classes based on the provided examples.

1. 3KCNPECCUBLI-AMOTHUBbI

ITOT KNacc BKAKYAET B cebA BbIpaKeHMA IMOLMIA M OLLEHKM CHTyaLMK. B aaHHOM caydae,
370 $pasbl BpoLe «BCE cAenaHo [/ 1 BCE Tak HENNOXo //», KoTopble BbipamaloT
yAOBNETBOPEHUe pesynbTaTom paboTbl.

2. BEPAUKTUBLI-CYNMNO3UTUBDI

[aHHbIA KNacc BKAKYAET BbICKA3bIBAHWA, COAEPKALLUE OLEHKY UK CY:RAEHUE 0 YEM-NKUbO.
B atom cnyyae dpaza «a-a / fa 3TO KOTOPYIO Mbl NepesenbiBani //» moxer 6biTb
MHTEPNpPeTMPOBaHa Kak OLEeHKa KayecTsa paboTbl UKW pesynbTaTa.

4, KOMWUCCHUBGI

Komuceuebl — 370 obewanusa unu obasatenscrsa. B aTom npumepe dpasa «notom
PaccHMTaemMcA //» MOMET paccMaTpuBaThCA Kak obelaHue onnatbl MAK BbINOAHEHHWA
Kakux-nubo obnasarenncrs.

6. AUPEKTUBDI

OUpekTUBbl — 3TO yKa3aHUA UK npocbBbl. B 3ToM KOHTEKCTE Gpa3a «xopowo? NO3soHUTe
MHe Be4epKom //» ABNAETCA NPocbBOi NO3BOHUTD B ONpeaenéHHoe Bpema.

Step 4a. The model performed well on classifying a small
number of utterances.

1. MHe cKa3anu / uTo Y MEHA KaKoW-TO XpOHUUYECKMA ralmopHT / U 3T0 MoKeT BbiTb OT
atoro // — Heonpegenaemblit pparmeHT (dppasa 6e3 KoHTeKcTa).

2. Moxer BbiTb, 0T 3y6a / moxer BbiTb, oT 3yba // — poratuesl (3anpoc MHpopmaumu o
npuunHe npobnembi).

3. A/ pawe Tak? — BEPAUKTUBLI-CYNMO3UTUBbI (OLEHKa BEPOATHOCTW NPEANONONKEHMs).
4. Yry // — 3KCNpeccuB-3TUKETHbIN (NOATBEPKAEHUE UKW COTNACHE).

5. A-al — 3KCNPeccMBbI-AMOTHMBLI (BbIpareHUe YAUBNEHUA).

6. 1 — napanuHzeucmuKa (UcNoab3o8aHUE HegepBanbHbIX cpedcme KOMMyHUKAUUU 0AA
nepedaqu UuHgopmayuu).

7. A KaK BoOT e€ cAenatb? 310 Kakue ByayT nocneacTBUA? — poOraTuebl (YTOYHEHUE
npoLesypbl M NOCNEACTBMIA).

8. Pesekumn [/ a HUKaKKX NOCNEACTBMI / € AMHCTBEHHOE, YTO KOHEYHO, OHO NOTOM
no6onuT nocne pesekumru / Tam AHA ABA-TPW / MOMET Aawe pa... NPUNYXHYTb // —
penpeseHTaTUBbl (NpeacrasneHue pakTUUeckoin MHGOPMaLMK UK ONUCAHUE CUTYaLUMK).
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However, due to the token limit in the prompt, the
utterances were presented in small blocks, and the model
failed to treat them as part of a continuous speech situation. As
a result, it did not consider the context of previous messages,
negatively affecting the quality of the responses.

Step 4b. YandexGPT does not support the upload of
external files, so this step was skipped. All speech data was
presented solely in the dialogue window.

The model performs well in generating class descriptions
based on initial examples and in classifying a limited number
of utterances. However, as the amount of text to be analyzed
increases, the model becomes less accurate: it skips some
speech acts, fails to classify them, and limits the number of
recognized categories, focusing only on the most frequent ones
instead of the full classification.

Another limitation of the model is its small working
memory. While the dialogue context is retained, and the model
can perform repetitive tasks without prompt duplication, it
forgets the original data as the dialogue history grows, altering
the classification based on new speech data, generating new
classes, and removing less frequent ones.

Overall, YandexGPT3 is most successful at generating text
and identifying the main idea, which allows the model to
determine the illocutionary force of a speech act quite
effectively. However, this focus prevents the model from
classifying information according to predefined instructions,
as it repeatedly generates and adapts classes to fit the specific
linguistic material provided for analysis. These observations
align with the statistics presented on the developers’ website,
indicating that information classification is the task with the
lowest accuracy (59% compared to YandexGPT?2).

As a result of this research, YandexGPT can be a useful
tool for handling small-scale linguistic tasks, but the model is
not suitable for working with large datasets and performs
poorly in classification tasks.

To improve the model’s performance and explore its
potential further, the following areas can be considered:

1) How prompt the model’s

performance,

optimization affects

2) The impact of refining initial classes on the quality of
speech act annotation,

3) How the size of the training set (examples) for each
class influences the model’s understanding of speech act types.

D. Gemini

In this work, the Gemini family model, version 1.5 Flash,
was used.

Step 1. The model demonstrates a high level of adherence
to instructions, consistently fulfilling its expected role as a
linguistic research assistant.

Step 3. Without explicit guidance, the model autonomously
structures its output of class descriptions based on the
provided examples, facilitating human understanding.

917

PROCEEDING OF THE 36TH CONFERENCE OF FRUCT ASSOCIATION

OMOTUBHbIE U 3TUKETHbIE 3Kcnpeccusbl

. SKCHPQCCMBbI-SMOTMBbII Bblpa)KalOT Cy6beKTVIBHbIE 3aMoumun roeopsLLero no
OTHOLIEHUIO K oﬁcy»(p,aeMoGl TeMe Unn cutTyauun. OHu MoryTt 6bITb KakK
NONOXUTENbHbIMA (paﬂOCTb, y[J,OEJ'IeTEOpeHVIe), TakK 1 oTpuLaTebHbIMU

(pa3oyapoBaHme, HE[OBOMLCTBO).

SKCHPECCMBbI-STMKETHbIeZ Cﬂy)KaT ANa NoAAepXaHUa counanbHbIX OTHOLLEHWM
W BblpaXXeHNS BEXTUBOCTHU. OHKn MCNOoNb3ykTCH B MPUBETCTBUAX, MPOLLAHNAX,

6narofapHOCTSX U APYrUX NOAOGHbIX CUTYaLUSIX.

BepnMKTMBHbIe U perynsatuBHble

. BepHMKTbI-CyﬂﬂOBVITVIEhI: BbickasbiBaHus, BbipaxatoLme npennonoxeHuns,
rMnoTe3bl NN OLIEHKW O CUTyauuu nnv npegMmeTe o6cy>Kneva. OHu vacTo
copep>xaT MofarnbHble rnarosbl UK YacTulbl, yKasbiBalowme Ha CTeENeHb

YBEPEHHOCTN roBopsLero.

BeanlKTbl-BaHIOaTVIBHbIE: Bblpa)’(alOT OLEeHKY Ka4yecCTBa, LeHHOCTU Unn
3HaUMMOCTY Yero-nn6o. OHm MoryT 6bITb Kak NONIOXWUTENbHBIMU, TaK U

oTpuuaTenbHbIMU.

PeryﬂﬂTMBbl KOMMYHUKaTUBHbIE: C!'Iy)KaT ANg opraHnsauunu n perynnposaHnsa
npouecca KOMMyHUKaLuun. OHn NCnoNb3YTCA AN yTOYHEHUSA MH¢OpMaLLI/IVI,

noATBepPXAeHUS NOHUMaHWS, NepeKtoYeHNsd TeMbl U T.4.

Step 4a. The model accurately classifies short dialogues
and provides additional explanatory notes. Gemini, without
requiring additional prompts, structures the output in a tabular
format that can be exported as an .xls file.

Pennia Peuesoi akr MoapoSioe onvcanve Mpumenans
Mpsmas npocs6a o npeaocTasneH
curaper.

YIOMYHaHME KOHKDETHOY MapKH cUrapeT

KaK chakTa.

euwie NoxanyicTa curapersl Avpextus (npoce6a) Knaccuueckuit npumep AvpexTvsa.

Vogue$ PenpesenTamys (yTaepxaeHyte) MoaTeepxaeHme uHcbopmaLmm
TUAUHBIA BONPOC ANA YTONHEHMS
hchopmaLAn.

OnicaHve XapaKTepHCTUKM NpeameTa.

Coueranvie B0NpOCa U NpEANOKEHMS.

a7 kaxoi Vogue$ 7
© MenTonom
*I mHe / B3aTL 7

Poratus (8onpoc)
Penpesentatus (arpuGyuus)
Porays (npeanoxetue)

Bonpoc, yTouHsIoWwi MapKy curaper.
YKasahwe Ha CBOCTEO (aTpuGyT) curaper.
BONpOC C NPeAnoXeHUem o AeHCTBUM.

Mpsivoe ykasarwe Ha asinonHenve
BO3bMK AeWcTBuMA. Bonee kareropuyHas opma avpekTusa.
Bonpoc, CBA3aHHbIA C HUHAHCOBLIMU

pacveramm.

Avpexrva (npwkas)

370 BMEcTe ? Poratue (sonpoc)

Porarvs (8onpoc),

BONPOC 0 CyMMHPOBaHUY CTOUMOCTH.

Bonpoca u
BLIPAXAIOLIMX COMHEHNE.

MoBToOp BONPOCA O CYMMUPOBAHMM
cToumocTh.

BblpaXetite HaMepeHIs CoBepWHTS
Aeictave B Gyaywem.

HeBO3MOXHO ONpeAenTs pevesoft akt
663 AONONHHTENLHOM KOHTEKCTa.
BONpoG 0 HANMM AONOHUTENBHEIX
noKkynok.

YTeepxaenue o6 otcyTcTauM

808 nOKyNoK.

Bexnwsii 80npoc 0 enanm
cobeceannka.

CroXHeii peuesoi ak, TpeGyloui

1Ra? e/ amecre / mecte oTphuanme) KoHTeKCTa.

Bmecte ? Poratue (sonpoc) YTouHsIoLMiA BOnpoC.

noTom paccinTaemes Komwceus (oBewanme) OBeluanve BuInonHATS AefcTaMe.

H Heonpenenenhsii Tpebyerca Gonee rnyGoki ananks.

OTKpLITBIA BONPOC, NpeAnoNaralowui
nponomkerue Avanora.

uTo euse ? Poratus (sonpoc)

BaKpbiBaeT NpeALIAYLLMA BONPOC.
'BLIPaXAET 3ANHTEPECOBAHHOCTS B

*M am 4To(?) ? Poratue (sonpoc) cobecenHuke.

Step 4b. The current version at the time of research
does not support table uploads for analysis. Due to this
limitation, three previously randomly selected dialogues were
used for analysis. During the process, the model continued to
demonstrate accuracy in classifying categories. However,
despite having no explicit limitations on request volume, the
model seemingly "economizes effort" and, while processing
dialogues exceeding 20 lines, only works with the first 5-10
of them. Potential solutions involve prompt refinement. For
instance, prompts specifying the analysis of "absolutely all"
utterances yield the desired result. Additionally, working with
one dialogue in smaller parts (less than 20 lines) with more
specific prompts proves effective.

Requesting partial analysis without manual division was
not efficient. While attempting to request an analysis "starting
from the nth utterance" the model uses the context to generate
hypothetical continuations rather than analyzing the rest of the
actual dialogue.

Further work with Gemini 1.5 Flash may include
1) working with larger datasets and detailed output analysis to
identify potential model weaknesses, and 2) further prompt
specification to enhance efficiency.
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C. Mistral

In the final stage of the practical part of the study was used the
Mistral Large 2 model.

Step 1. The language model was provided with instructions
to classify utterances into one of the speech act categories. The
model was also introduced to specific symbols that were used
for annotating the linguistic material. Mistral Large 2 readily
adapted to the role of an assistant in linguistic research.

Step 3. The model successfully describes the categories,
assigning each distinctive feature. It provides examples from
contexts and speech situations that were used during training.
The definitions provided by the model in the classification
process appear to be accurate.

KOMWUCCHUBbI:

3TV peyesble akTbl BKKOYAIOT 06eLLaHus 1 NpeasioxeHus. OHW BbipaxatoT HaMepeHue
rOBOPSILLETO BbINOMHWTL ONPEAeneHHble AeicTBIs B GyayLuem. MpyrMeps: "NoTom

paccumTaemcs”, "Hy-ka", "naBainTe rsHem".

3KCMNPECCUBbI-3TUKETHDIE:

otn pe4eBble aKTbl CBSA3aHbl C BEX/TMBOCTbIO U 3TUKETOM. OHun MUCNonNb3yTca ansa
BblpaXeHus yBaxeHus, 61arogapHoCT! UK ApYrux coumanbHbix HOpM. Mpumepbl: "#

oY4eHb (...) NpuaTHO", "3apaBcTByiTE".
OWUPEKTUBbI:

otn pe4eBble aKkTbl BKIKOYaKT I'IpOCbﬁbI W npukasbl. OHun Hanpas/fieHbl Ha TO, YTOGbI
nobyauTtb cobeceaHunka BbINOMHWUTD ONpeaeneHHble AencTaus. MpuMepsbl: "XopoLwwo?

NO3BOHWTE MHE BeYepkoMm", "aa", "cBoto 3abupaiite".
PEryNnsaTBbl KOMMYHUKATUBHDIE:

3TV peyeBble akTbl PErynpyoT Xoa KOMMYHUKaLMK. OHW UCMONb3yloTCs As

ynpas/ieHUs Pa3roBOpPOM, YTOYHEHUNS UHOopMaLMK Unun noaTBepXaeHUs NoHUMaHug.

MpuMepsbl: "@ Hy BOT", " BaM He CAeNalo He WecTHaauaTb", "a BoceMHaauaTb

coenato", "xopowwo?", "uBeTHble MaToBble", "xopoLlo".

Step 4a. The model makes errors by not identifying more
than one speech act within a single utterance. In challenging
cases, it most often classifies the utterance as a 'representative',
which is not always accurate.

1. 3T0 Bbl caMu MHe [ caasanu |/

PEMPE3EHTATUBDI (MH®): 3T1a pennuka nepegaet nibopmMaumio. FoBopsLLmi
coo6LUaeT 0 TOM, YTO KTO-TO CAaBas YTo-To.

nepepn TeM [ Kak yexatb B lonnaHgumio [/

PEMPE3EHTATUBDI (MH®): 3T1a pennuka nepepaet nibopmMaumio. FoBopsLmi
coobLuaeT o BpeMeHu nepeq yesaom B lonnaHauio.

*Hy / noxanyvicra / aTo Balue aeso /Y Ho Tenepb Bbl 3T0 / AO/IXKHbI BCE 3T0 /

rnpoaHann3upoBars //

OUPEKTUBDI (OUP): 3Ta pennvika NnobyxaaeT agpecata K AeCTBUIo. FoBopaLwmi

NpPOoCUT NpoaHann3npoBaTb YTO-TO.

4. panble [ aa [ cnepyiowas [ cMoTpuTe [ lWKana BTopas / CNIOHTaHHasi arpecCUBHOCTb [/

. PEMPE3EHTATUBbI (MH®): STa pennuka nepeaaet nHpopmavmio. FoBopsLLmii

CcoobLLaeT 0 cneayoLei wkane.

The model performs most successfully with the 'rogatives'
category, paralinguistics, and others that point to extra-
linguistic contexts. This is because utterances belonging to
these categories often contain specific markers (e.g., '?', etc.).
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Upon repeated requests to pay closer attention to the
categories, the language model continues to perform in the
same manner, classifying all unclear cases as 'representatives.'
This suggests that when classifying speech acts, the model
primarily focuses on the formal aspects of the utterance
provided for analysis, without delving into semantic and
syntactic relations or the grammar of the constructions,
thereby overlooking the illocutionary force of the speech act.

Step 4b. The version available at the time of the study did
not offer the option to upload tables for analysis. Due to this
limitation, the same three randomly selected dialogues were
used for analysis.

Thus, the Mistral Large 2 language model can be
effectively used for annotating material that contains clear
formal markers of a particular class, as more complex
categories—determined by the sum of the semantic meanings
of each individual component in a speech act—will not be
accurately classified.

When attempting to break down an overly long speech act
identified by the model into smaller speech acts, Mistral Large
2 responds by classifying both as 'representatives,' which is not
always accurate.

The errors made by the model in classification tasks are
likely due to its design and predominant use in English, unlike
Russian-language models such as GigaChat and YandexGPT.

Further testing of the model can proceed in the following
directions: 1) determining whether the quality of speech act
recognition truly depends on the choice of material in a
specific language, 2) identifying ways to better instruct the
model, pinpointing weaknesses that hinder accurate analysis,
3) optimizing model queries to achieve more accurate results.

V. DISCUSSION

The study explored the comparative performance of five
Large Language Models (LLMs) — ChatGPT, GigaCHAT,
YandexGPT, Mistral, and Gemini — across four key criteria:
capturing linguistic labels, refining outputs based on user
feedback, handling large context windows, and processing
data in Russian. Table II shows the summary of the results.

TABLE II. THE COMPARISON OF LLMS’ CAPACITIES

Criterion Chat Giga Yandex Mistral Gemini
GPT CHAT GPT
CAPTU- Requires Struggles Better at Sticks Better at
RING refining with short to short
LABELS linguistics examples formal | examples
charac-
teristics
REFINING | Efficient Efficient Efficient | Limited | Efficient
OUTPUTS in short in some in short
dialogues tasks dialogues
CONTEXT | Better on Relies on Limited Large Needs
WINDOWS | shorter external data
contexts sources chunking
PROCESS- High Trainedin | Trained in | Limited High
ING capacity Russian, Russian, capacity
RUSSIAN excels in excels in
Russian Russian
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A. Capturing Linguistic Labels

ChatGPT demonstrated moderate success in capturing
linguistic labels, though a substantial portion of speech acts
were initially labeled as UNDEFINED. By providing
additional labeled examples, the model's performance
improved significantly. GigaCHAT, however, struggled in this
area, as it is more oriented towards solving common tasks
rather than specialized linguistic analysis. In contrast,
YandexGPT displayed strong performance in short examples
with a high generalization capacity. Mistral, on the other hand,
primarily focused on formal category representations, such as
punctuation, and struggled with deeper contextual
relationships. Gemini excelled in classifying short dialogues,
even providing explanatory notes and structuring the output in
a tabular format.

B. Refining Outputs Based on User Feedback

All models showed some level of refinement capabilities.
ChatGPT benefited significantly from user feedback, resulting
in improved labeling quality. GigaCHAT also successfully
refined outputs based on feedback, while YandexGPT
displayed high refinement capacity in short contexts but
struggled with long ones due to context forgetting. Mistral,
although capable of refinement in general tasks, showed
limited success in linguistic categorization. Gemini
demonstrated effective task refinement, particularly in
dialogues, but only when the context was short; longer
dialogues still posed challenges.

C. Handling Large Context Windows

The models showed varying abilities to handle large context
windows. ChatGPT performed better with smaller datasets but
tended to forget context during long refinement sequences.
GigaCHAT mitigated context forgetting by using retrieval-
augmented generation, which enhances answer quality but
relies on external information rather than grounding itself in
the training examples. YandexGPT's context window was
limited, and it did not support external file uploads, restricting
its use in large context scenarios. Mistral, while having a large
context window, was hampered by its lower Russian-language
capabilities, making conclusions on this aspect difficult.
Gemini struggled with dialogue history memory, necessitating
data chunking for high-quality analysis.

D. Processing Data in Russian

In terms of Russian-language processing, ChatGPT,
GigaCHAT, and YandexGPT stood out. ChatGPT and
GigaCHAT were both excellent in processing Russian, with
GigaCHAT being particularly strong due to fine-tuning for
this language. YandexGPT, similarly fine-tuned for Russian,
excelled in determining the illocutionary force of speech acts.
Mistral lagged in this area, showing lower capacity in Russian-
language tasks. Gemini performed well, with high capacity in
Russian and the ability to set a system role as a linguistic
research assistant.
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VII. CONCLUSION

The study describes an experiment on the automated speech
acts annotation using five LLMs commonly used for
processing  Russian  texts ChatGPT, GigaCHAT,
YandexGPT, Gemini, and Mistral. A comparative analysis of
the automatic annotation results was conducted, highlighting
the strengths and weaknesses of each model. The findings
show that employing LLMs for corpus annotation is a
promising method. While the automatically generated
annotations are not without flaws and require expert revision,
using large language models overall appears to be an effective
tool for processing linguistic corpora.

This comparative analysis of these LLMs highlights their
strengths and limitations across four key criteria. ChatGPT and
Gemini demonstrated strong overall performance, particularly
in processing Russian and refining outputs based on user
feedback. GigaCHAT excelled in leveraging retrieval-
augmented generation to minimize context forgetting,
although it struggled with linguistic analysis. YandexGPT
showed high capacity in short-context tasks and Russian-
language processing but was limited by a smaller context
window. Mistral, while capable in general tasks, was less
effective in linguistic categorization and Russian-language
tasks.

Overall, the study indicates that in the context of the
automated linguistic corpora annotation task, ChatGPT and
Gemini stand out for their adaptability in such complex tasks
as speech acts categorization. However, when language-
specific information is required, it is recommended to use
language-specific models, such as GigaCHAT and
YandexGPT for Russian. Future research could explore
enhancing these models' capabilities in handling larger context
windows and refining outputs over long sequences.
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