Using Probability Distribution over Classes in Automatically Obtained Training Corpora
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Abstract—The paper contains a take on the classification problem variation featuring class noise where each object in the training set is associated with a probability distribution over the class label set instead of a particular class label. That type of task was illustrated on the complex natural language processing problem – automatic Arabic dialect classification. In the task we have a set of objects that were labeled by a heuristic rule; which could cause errors during automatic annotation process. Suggested approach allows taking into account probabilities of these errors. Described experiments show that even relatively simple accounting of that probabilities helps to significantly improve the quality of the built classifier.

I. INTRODUCTION

It is a fact that machine learning classification problem requires big set of annotated (labeled) data. In most of the cases such annotation process is performed by human specialists and requires significant time and financial resources.

At the same time, usage of different Internet-resources could help to acquire a huge amount of data with relatively small expenses. Often it is possible to create a system of heuristic rules that will classify collected instances to a certain class with some probability. Certainly, such classification does not pretend to demonstrate 100\% accuracy as it would be in case of manual classification.

Describing collected instances further, we could say that they are affected by so-called label noise effect [1,2], when an instance is associated with a corrupted label. That label differs from a correct label of the class that the instance actually belongs to.

In this paper we try to take into account this noise and provide to classifier auxiliary data in addition to information about training instances and their labels. That auxiliary data represents a measure of confidence in label associated with some instance: label’s probability distribution. Suggested approach is illustrated on nontrivial task – classification of Arabic dialects. The task allows to use data mined from Twitter social network and heuristic rules that perform labeling. It is needed to mention that these rules do not work ideally, so there is the measure of confidence for each class of tweets.

II. RELATED WORKS

It is known that supervised learning algorithms handle the classification problem using labeled training data, while semi-supervised learning algorithms tend to improve the performance of the classification with additional amount of unlabeled samples.

One category of learning problems is characterized by a situation when the class membership of training instance is assessed by an expert and encoded in the form of possibility distribution. At this point each example \( i \) consists of a feature vector \( x_i \) and a possible label (\( u_1, u_2, ..., u_k \)), where \( u_i \) denotes the possibility of the fact that \( i \)-th example belongs to the class \( k \). In [3] this problem was solved in the framework of Evidence Theory.

The same task was considered in [4] for solving the problem of parameter estimation in statistical models. The author of [4] proposed a method that is based on the maximization of generalized likelihood criterion, which can be interpreted as a degree of agreement between the statistical model and uncertain observations. This method was applied to uncertain data clustering using finite mixture models.

In our research we proposed another approach that is based on substitution of class label with corresponding probability distribution and showed that resulting algorithm improved the quality of the classification in our experiments.

III. TASK OF USING PROBABILITY DISTRIBUTION IN TRAINING SET

Assuming we have a set of objects \( X \), set of possible responses \( Y \), and target function \( y: X \rightarrow Y \), each values of it \( y_i = y(x_i) \) are known only on a finite subset of objects \( \{x_1, ..., x_t\} \subset X \). Pairs «object-response» \( (x_i, y_i) \) are known as precedents. Aggregate of pairs \( X^o = (x_i, y_i)^o \) is called a training set \( (n \) is the number of instances in training set).

The problem of learning from precedents could be described as follows: restore a dependency \( y^* \) from training set \( X^o \), i.e. plot a decision function \( a: X \rightarrow Y \), that approximates target function \( y(x) \) not only on objects from training set, but on whole set of objects \( X \) [5].

If \( Y = \{1, ..., M\} \), i.e. set of objects is a finite and discrete one, we have a classification on \( M \) disjoint classes. In that case
whole set $X$ is divided on classes $K_x = \{ x \in X : y^*(x) = y \}$, and algorithm $a(x)$ is expected to answer the question «what class does $x$ belong to?».

So, let's consider $M$-classes classification task and make the following assumption: training set is represented as a set $(x_i, p_1, p_2, \ldots, p_M)$, where $\sum_i p_i = 1$, $p_i \geq 0$ and $p_i$ is a prior probability of the fact that $j$-th object belongs to class $i$. The problem remains the same: build the decision function, $a$: $X \rightarrow Y$, which demonstrates optimal approximation of target function $y^*$.

Described task could be very actual in cases when there is no ability to annotate big set of data for training due to limitation in resources. At the same time, the task gives an opportunity to use Internet-resources, get big collection of objects and annotate them heuristically, according to some set of rules that in their turn, however, do not work perfectly.

IV. AUTOMATIC ARABIC DIALECT CLASSIFICATION TASK

Described formulation of the problem, when instances from training set are characterized by classes’ probability distributions instead of concrete class labels, has been applied to such Arabic NLP problem as automatic Arabic dialect classification.

The term “Arabic language” actually includes different variations of single language [6,7]. It might be one of the following:

- Classical Arabic (the language of the Koran);
- Modern Standard Arabic (MSA);
- Dialectal Arabic (DA), which in its turn has different kinds based on geographical features.

Automatic classification of dialectal Arabic is aimed to identify a type of the dialect that some text or passage was written in.

It is essential to mention that most of the dialects could be characterized by some special unique and frequent dialectal words – word-marks. These word-marks include some pronouns, interrogative and negative particles, few nouns and verbs.

Actually, classification which is driven only by lexis would be difficult and erroneous. The reason for that is based on such peculiarities as significant similarity between different dialects and the fact that many texts that need to be processed do not contain any word-marks. Therefore, it is reasonable to use a statistical approach for that task.

Actual and detailed formulation of the problem is described in [6].

Twitter social network was used to mine required data because in most of the cases tweets contain informal text written by users. So, Twitter looks like an ideal source of texts written in different Arabic dialects. In addition to that, since some particular dialect could be characterized by its word-marks that could be met in text written only in that dialect, we could come out with the following heuristic rule: if text contains word-mark that belongs to dialect $D_j$, then the whole given text is written in that dialect $D_j$. DA texts could contain the next 3 types of words:

- MSA words;
- Dialectal words that are used in several dialects;
- Dialectal words that are unique for some particular dialect;

Collected set (see below) contains word-marks that belong to the last 2 types. Hence, dialectal text in general could contain word-marks of different dialects, and only one word-mark could help to identify a type of used dialect. Moreover, text written in DA could completely miss word-marks, and classification in that case could be based on text’s style, orders of words and clitics.

V. APPROACH AND EXPERIMENTS

A. Description of analyzed data

First of all, we performed mining from Twitter and collected tweets that contain word-marks. These word-marks belonged to the following 6 Arabic dialects: Saudi Arabia, Levantine, Algerian, Egyptian, Iraq and Jordan. These dialects were chosen as the most popular in Arabic countries. In addition to that, the 7-th class was added to our experiment, that class represented MSA. Tweets were grabbed in two time intervals: June 2015 (corresponding set further will be named as Tweets2015), and April-May 2016 (Tweets2016). Tweets from Tweets2015 set were given to Arabic linguists for manual annotation and they returned 54,006 labeled tweets (we will refer to that set as Test100). Figure 1 below shows a distribution of each of the classes in annotated set.

As for Tweets2016 set, it contained 4,156,837 tweets; figure 2 describes classes’ distribution that we got using heuristic rules on that set. It’s needed to mention that we omitted tweets that contained word-marks belonging to two or more different dialects.
Probability \( p(d_{i\,\text{gold}}) \) represents the number of annotated instances with mark \( d_i \) to the whole amount of annotated tweets. Probability \( p(d_{i\,\text{cmp}}) \) is actually a portion of tweets in the set \( \text{Tweets}_{2015} \) that belong to dialect \( d_i \).

After all these calculations for each of the classes we come out with required probability distributions:

\[
p_j = (p_{j}, p_{j2}, ..., p_{jk})
\]

where \( j \) – instance index from training set and \( k \) is a total number of handled classes (7 in our case).

C. Description of the experiment

Let \( T_{\text{train}} \) be representation of the training set and \( T_{\text{test}} \) – representation of the test set.

For our training set we took around 1/3 of manually annotated tweets (\( T_{100} \)).

Since such set was too small for training phase, we added to the training set big collection of instances \( T_{\text{cmp}} \) which were collected automatically using heuristic rules. As these data objects are accurate only with some probability, we used probability distributions (1) for each of the classes (dialects) instead of labels.

Remaining part of \( T_{100} \) was used for testing phase.

Classification procedure was done by ensemble algorithms, in particular, Random Forests [8] algorithm as the most popular one.

As for features, we selected character-based n-grams (bigrams and trigrams) and vocabulary of word-marks that were used in heuristic rules to describe our instances.

At the beginning we ran Random Forests algorithm without any usage of probability distributions (so, training objects were characterized by classes that were set by heuristic rule). The algorithm showed relatively small performance on these parameters: precision = 0.44, \( F_1 \)-measure = 0.42.

In common, such results do not look surprising since classic classification algorithms show poor results on noisy data [9].

To overcome that, we did the following: set \( T_{\text{cmp}} \) was divided on non-intersected subsets based on labels, i.e.

\[
T_{\text{cmp}} = T_{1\,\text{cmp}} \cup T_{2\,\text{cmp}} \cup ... \cup T_{k\,\text{cmp}}
\]

where \( T_{\text{cmp}} \) – set of instances belonging to class \( i \). Then each of the subsets got new class label; that was done in accordance with probability distribution over classes of \( j \)-th instance \( p_j = (p_{j1}, p_{j2}, ..., p_{jk}) \).

After that procedure we got resulting set \( T_{\text{prob}} \) - set of instances that represents \( T_{\text{cmp}} \) after label substitution according with the probability distribution (see above). Finally, we were able to form a training set \( T_{\text{train}} \) as \( T_{\text{train}} = T_{100} \cup T_{\text{prob}} \).

Then described set \( T_{\text{train}} \) was used to train Random Forests based ensemble classifier. At the end we reached the following results of that intermediate algorithm: precision = 0.57, \( F_1 \)-measure = 0.59.
So we got improvements for all metrics using that rather trivial idea.

D. Algorithm of classification based on probability distributions in training set

Now let’s assume that training set $T_{train}$ is an aggregate $(X_{train}^l = (p_{11}, p_{12}, \ldots, p_{1n}))$, i.e. an aggregate of objects and classes’ probability distributions for each object from training set ($n$ is a number of instances in training set). Naturally, if we know correct class for some object from training set, probability of that class becomes 1.0 and probabilities of all other classes become 0.

The task of building a classifier that minimizes the error on training set looks the same: testing (and further usage) is performed on instances that have (or require) unambiguous accordance with the class.

```
Algorithm 1: Getting ensemble of classifiers
Input: $T_{train} = (X_{train}^l = (p_{11}, p_{12}, \ldots, p_{1n}))$, $m$ – number of estimators
Output: Classifier
estimators_list = {}
for $j = 1, \ldots, m$:
    vec_classes = generate_classes_by_prob_distrib()
    current_estimator = learn_base_estimator(X_{train}, vec_classes)
    estimators_list = estimators_list $\cup \{current_estimator\}$
```

```
Algorithm 2: Implementation of $\text{generate_classes_by_prob_distrib()}$ function
Input: $X_{train} = ((p_{11}, p_{12}, \ldots, p_{1n}), \ldots, (p_{n1}, p_{n2}, \ldots, p_{nn}))$, $n$ – number of instances in training set
Output: $C_{train} = (c_1, \ldots, c_n)$ – list of labels.
$C_{train} = \{}$
for $i = 1, \ldots, n$:
    $c_{class} = \text{randomly choose class index in accordance with probability distribution } (p_{i1}, p_{i2}, \ldots, p_{in})$
    $C_{train} = C_{train} \cup \{c_{class}\}$
return $C_{train}$
```

Function $\text{learn_base_estimator()}$ implements learning of the base estimator (for instance, a decision tree).

The algorithm takes into account classes predicted by all $m$ base estimators for each observed object, and final decision is made on majority principle. Thus, that decision actually presents the most frequent class among $m$ predictions.

Finally, we got the following results using the algorithm, described above: $\text{precision} = 0.67$, $F_1$-measure = 0.701 ($n$ estimators = 35, size of probability part of training set = 150,000 instances).

VI. FUTURE WORK

In the future we are planning to extend bagging algorithms (for instance, Random Forests) with methods that work with probability distributions over classes. Also it would be very interesting to determine a dependency between classification’s quality and such parameters as a number of base estimators and the size of automatically collected objects.

In addition to that, since annotated data set was not fully labeled, probability distributions that were associated with training set are probably biased.

Finally, we are going to find out a theoretical explanation of the practical result that taking probability distributions into account improves the quality of classification.

VII. CONCLUSION

In this paper we proposed an approach that uses probability distributions over classes in training set.

Despite the fact that observed algorithms are relatively simple, they confirm the fact that usage of probability distributions over classes could significantly improve the quality of classification.
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