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Abstract—The paper describes the process of developing an adaptive control interface for a remote control for a six-wheeled mobile robot based on the smart spaces technology. Design approaches of the control interfaces for unmanned ground vehicles have been overviewed. The architecture of a robot control system and Android application have been presented. The user interface for a mobile application adapts to a robot’s capabilities, the user needs and task context. The study represents the control process involving the delegating of responsibilities among the group members. It can be applied to a six-wheeled mobile robot.

I. INTRODUCTION

Modern robots have more computing power and smaller dimensions than their predecessors in virtue of technologically advanced materials and high-performance microchips. In combination with uninterrupted wireless signal receiver robots can perform complex tasks without direct user intervention. All these factors have resulted in the increase of unmanned vehicles' control processes of multicomponent robots combining their mechanisms are strongly dependent on the context in which the robot operates. Situational functional orientation simplifies the productivity solving typical problems. Last, it lowers the risk of erroneous keystrokes. This approach can be called the context-based mapping of controls.

As mentioned above, there is a large number of controls associated with increasing functionality of mobile robots. Moreover, a robot configuration can vary greatly depending on use conditions and tasks. In some cases several robots connected with each other may act as UGV multiplying the number of different control tools. On the other hand, mechanisms are strongly dependent on the context in which the robot operates. Functional orientation simplifies control processes of multicomponent robots combining their
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Controlling by a built-in smartphone accelerometer is one of the most technologically advanced approaches [11]. Control interface software fixes a smartphone turns in both horizontal and vertical planes and gives commands for the robot to change direction or speed respectively. The presence of a gyroscope sensor in the device allows to control other manipulation operations such as raising one or another part of the robot. This approach is often used in first or third-person mobile games (Angry Birds Go, Asphalt). Nevertheless, players can switch to more classic control interface. The downsides of this approach include poor accuracy of the sensors, the need of their calibration and inconvenience of use in motion.

Described in [12] the use of a voice robot control also has advantages and disadvantages. On the one hand, this approach is the most convenient in situations with the operator's hands occupied. On the other hand, it requires a complex filtering and recognition mechanism and strongly depends on the level of external noise.

Authors of [13] conducted an experiment in which 20 users were to pass a zigzag line by controlling a robot with 4 different combinations of controls. On the task completion time, the number of erroneous actions and feedback from examinees, the authors concluded the arrows approach for giving steering and throttle commands to be the most convenient and simplest for the user than other element combinations.

The most of mentioned control interfaces have their origin in first or third-person video games. The user controls the robot in the same way if the robot had a mounted camera with its video broadcasted on the smartphone. In this project, the video signal is not used, and the robot control interface is depicted in its profile view. This variant of control objects display allows to implement the hybrid approach. A set of arrow icons forms a joystick circle and permits to control each robot element separately. Partial or full functionality hiding is possible depending on the context and the user's commands. It simplifies the visual design of an interface and focuses the user's attention on the task at hand.

Another embodiment of the control interface is the use of a virtual joystick. The approach increases the number of possible wheel steering angles, and the UGV maneuverability ipso facto grows up. This solution does not affect the intuitive of control as it is used in lighting regulators, motor power regulators, as well as in controlling various devices, machines, mechanisms and even spacecrafts [10]. The movement direction control includes only one user's hand and leaves more freedom for simultaneous manipulation of several functions, in contrast to the previous solution.

Another approach to the maneuvering problem is the use of a virtual steering wheel. In this case, the user can control the rotate direction by turning the steering wheel icon clockwise or counterclockwise. In practice, this approach has too redundant set of possible rotation angles, which is why the rotation of icon to the extreme values takes much time.

Using such elements as the vertical and horizontal sliders is also one of the approaches to the design of the control interface. Initially the sliders are in the middle position. The vertical member deflection is used to perform throttle command, while the horizontal one controls left and right turns. Slider release returns it to the original value. This approach is rarely used because of its non-intuitive.

Recent smartphones have a wide range of built-in sensors: accelerometer, gyro, GPS, etc. This fact provides opportunities to implement various functions of control interfaces. The following is the overview of the articles in which mobile control interfaces were developed.

The most popular approach is the application of directional arrows [9]. Buttons in the form of pointing up and down arrows are responsible for the throttle commands (move forward and backward). The leftward and rightward icons control the steering of the subject. This approach is the easiest to learn for users due to its intuitive and logics. Moreover, it also has a number of drawbacks. The necessity to switch between buttons frequently makes it problematic to turn and maneuver quickly while the robot moves along a complex trajectory. Other control elements can be displayed by arrows or other schematic icons. However, in the first case the presence of several similar function elements can make the user confused and requires additional design in the second case. In addition, this approach shows its imperfection in a situation requiring simultaneous use of a number of functions.

Another embodiment of the control interface is the use of a virtual joystick. The approach increases the number of possible wheel steering angles, and the UGV maneuverability ipso facto grows up. This solution does not affect the intuitive of control as it is used in lighting regulators, motor power regulators, as well as in controlling various devices, machines, mechanisms and even spacecrafts [10]. The movement direction control includes only one user's hand and leaves more freedom for simultaneous manipulation of several functions, in contrast to the previous solution.

Another approach to the maneuvering problem is the use of a virtual steering wheel. In this case, the user can control the rotate direction by turning the steering wheel icon clockwise or counterclockwise. In practice, this approach has too redundant set of possible rotation angles, which is why the rotation of icon to the extreme values takes much time.

Using such elements as the vertical and horizontal sliders is also one of the approaches to the design of the control interface. Initially the sliders are in the middle position. The vertical member deflection is used to perform throttle command, while the horizontal one controls left and right turns. Slider release returns it to the original value. This approach is rarely used because of its non-intuitive.

Controlling by a built-in smartphone accelerometer is one of the most technologically advanced approaches [11]. Control interface software fixes a smartphone turns in both horizontal and vertical planes and gives commands for the robot to change direction or speed respectively. The presence of a gyroscope sensor in the device allows to control other manipulation operations such as raising one or another part of the robot. This approach is often used in first or third-person mobile games (Angry Birds Go, Asphalt). Nevertheless, players can switch to more classic control interface. The downsides of this approach include poor accuracy of the sensors, the need of their calibration and inconvenience of use in motion.

Described in [12] the use of a voice robot control also has advantages and disadvantages. On the one hand, this approach is the most convenient in situations with the operator's hands occupied. On the other hand, it requires a complex filtering and recognition mechanism and strongly depends on the level of external noise.

Authors of [13] conducted an experiment in which 20 users were to pass a zigzag line by controlling a robot with 4 different combinations of controls. On the task completion time, the number of erroneous actions and feedback from examinees, the authors concluded the arrows approach for giving steering and throttle commands to be the most convenient and simplest for the user than other element combinations.

The most of mentioned control interfaces have their origin in first or third-person video games. The user controls the robot in the same way if the robot had a mounted camera with its video broadcasted on the smartphone. In this project, the video signal is not used, and the robot control interface is depicted in its profile view. This variant of control objects display allows to implement the hybrid approach. A set of arrow icons forms a joystick circle and permits to control each robot element separately. Partial or full functionality hiding is possible depending on the context and the user's commands. It simplifies the visual design of an interface and focuses the user's attention on the task at hand.

III. TASK DEFINITION

In this project the object to control is the prototype of a six-wheeled robot based on the mobile robotic platform MRP-100 (Fig. 1) manufactured in "ROCAD" Scientific and Technical Center [14]. UGV is a two-section platform with wheel-walking-propelled for the creation of mobile robots and mobile robotic systems on its base. The following tasks can be performed:

- visual, electronic, radiation, chemical intelligence of locations, industrial and residential premises, transport objects in any light, electronic mapping of intelligence results, transfer of intelligence data;
- remote radiological study of area;
- cleaning and decontamination of areas;
• assistance in conducting of anti-terrorist operations: production of electronic noise, smoke and special screens, delivery and use of non-lethal weapons, covert penetration to the captured and protected objects, keeping distracting fire, revealing the enemy firing points;

• guard of objects (patrolling the area or perimeter of the object, suppression of intrusion attempts on the object, the neutralization of intruders);

• implementation of complex technical operations;

• work in explosive and flammable environments [14].

Each axis of the platform is a separate unit with a set of drives. The central block is a link to which guiding and closing identical units are attached via tubing. These units have wheeled drives and can move away from the central unit to the length of the connecting tube.

Fig. 1. A robot based on the mobile robotic platform MRP-100

In view of the entire set of drives and mounts, this all-wheel-drive robot can lower, lift and rotate the guide blocks (axes) as well as increase its length.

As a part of the research there has been a task to develop an adaptive interface based on the smartphone to solve the following problem. The operator sends a “move-forward” command to the robot from a smartphone. The robot starts scanning the area in front until it determines an obstacle ahead or is stopped by the user command. UGV stops in front of an obstacle and beeps upon its detection. This event is also displayed on the user interface with a schematic symbol. After that the user can either manually control all the actions of the robot or just give the “overcome the obstacle” command to it. In the last case, the robot attempts to execute a set of commands to perform this action in automatic mode. If the robot fails to overcome the obstacle it stops and beeps. In this case the user should manually notify the command sequence for the script execution. If an obstacle is overcome successfully UGV continues to move forward without stopping. This scenario simulates the robot’s control operation in overcoming curbs, stones or other similar obstacles. Obstacle models have height that is more than the radius of the robot wheels. Smaller obstacle climbing does not involve the lifting gear.

Often, more than one users are needed to control complex and multi-component devices, such as a robot-sapper or moonwalker [15]. This project describes such a work scenario. The functionality of the robot can be divided into 2 groups of operations:

- moving (throttle commands and wheel rotation commands);
- manipulation (commands of lifting and lowering units).

As a result, it is possible to distribute a robot control functionality between three groups of users: the driver (only has an access to the first group of transactions); the manipulator (uses only the second group); and the expert (if the robot cannot overcome obstacles in the automatic mode, it sends a signal via the interface of this particular group. In this case, the user switches control to manual mode and helps the robot to perform a task combining groups of operations).

Groups of controls are shared between users based on the following principle: the first operator automatically gets access to all possible operation after connection to the robot. Thereby, he fulfills all the specified roles. If the second operator is connected, the first one can select one of the two control groups. The second user automatically gets the rights of another group. For example, the first connected user selects the driver role, and the last one gets the manipulator role. In a similar way, after the third user connection, the first two users are able to choose in turns which of the three roles to perform. The expert expects the need of manual control of obstacles overcome process. The robot creates a pattern of behavior based on the sequence of the user commands. Further, when an obstacle with similar dimensions is determined, UGV tries to overcome it automatically following this pattern. If the robot gets into that situation being under control of only two operators, the driver gains the access of manipulation and acts as an expert.

IV. THE ROBOT CONTROL SYSTEM ARCHITECTURE

Fig. 2 shows the general architecture of a robot control system. Smart-M3 platform is used in a system for the interaction between system elements. This platform implements the concept of smart spaces (SS) [16]. The system architecture can be divided into physical components and information ones to manage them. The first group includes robots and smartphones used to manage one or more of the UGV. Each physical component in the system corresponds to one information component at least - KP agent, which cooperates with the SS and other system components. Moreover, the information components include Smart-M3 platform and interaction services, which receive data from the SS and transmit it directly to robots through wireless LAN. Control process proceeds as follows: the user or group of users with a mobile application interface through the Internet connection or LAN is linked to the SS. All subsequent user commands are transmitted in the form of RDF triples and stored in the knowledge base. Robot’s KP agents with a subscriptions mechanism transmit commands to the interaction service of the one robot or to the whole group. KP agents independence from device system architecture provides a large variety of ways for the further development of the system and the number of interacting devices increase. As additional services can act stationary video camera, which determines the size and dimensions of obstacles around the robot, or an UGV additional module - quadrocopter or another unmanned aerial vehicle with a camera.
V. ADAPTIVE INTERFACE

The above-described approaches of control interfaces implementation are mostly common for developing applications for a specific robot with a fixed set of components and modules. That entails a lot of problems in case of adding or disabling various modules. For example, if the optional lifting mechanism is added to block, the robot does not have only to change its scheme of work, but also to implement in an application a new control object functional. This entails updating or reinstalling the application of a control interface. Creating a control interface for multi-axis robots of various modifications have been one of the major point of this project. The robots may have different components and capabilities depending on the task. While the first SS connection interface subscribes the information about the robot and its set of components. Then if this data is changed, the interface dynamically displays the possible control options. Thus, the axis with no drive is displayed intuitively without direction arrows (forward, backward), as well as a non-lifting block without the up arrow.

Besides, the interface adapts to the user's needs. The lack of clutter arrows, which illustrate all the features of the robot configuration, provides the user friendly control interface displaying. If the user does not want to control all the drives individually and sets in motion the robot in parts, the interface provides the opportunity to budge the robot by pulling the head block in the right direction. In this case, the command is transmitted automatically to all existing drive units.

If the UGV with the ultrasonic sensor faced with an obstacle, it stops and notifies the user with a sound. Then the user can see the obstacles encountered in the conventional image of the interface. Thus, the control program and robot notify the person about the need to bring the situation under manual control and to make a decision. Therefore, it is possible to conclude that the adaptive interface has an ability to change depending on the robot capabilities, the user needs and the context (Fig. 3).

VI. ARCHITECTURE OF THE MOBILE APPLICATION

As an implementation platform of the adaptive control interface the world’s most popular mobile platform - Android OS has been selected. The development process of the mobile app that implements adaptive control interface took place in Android Studio IDE. This tool provides handy functionality to
work with code, includes the emulator for project testing and built-in sets of app design.

The activity class is the basis of the graphical interface of Android apps. It displays app’s visual activity and determines the actions that user can produce.

Fig. 3. Adaptive interface structure

IPInsert and Control classes inherit system AppCompatActivity class in this project. Fig. 4 shows the main app classes, their basic methods and the links between them. IPInsert class implements activity of Smart-M3 server ip-address input screen. Methods of IPAddressValidator class validate the entered data for compliance ipv4 mask. If received ip-address is correct, the application checks the Internet connection on device and starts the process of SS connection.

ListOfLastUse component shows a set of recently used addresses. This feature is implemented by using OS’s built-in preferences SharedPreferences class. This way allows to save and retrieve data across user sessions, even if the application was killed.

SmartM3 class implements all possible methods to communicate with the SS and providing the interface for all application classes. Moreover, this class is processes all errors that occur during the work with Smart-M3 server, and periodically checks the connection. For the reason of Android OS security policy prohibits data transfer and other network operations through the main thread, this class operating in separate.

After a successful connection to the SS server, the user goes to the main screen of the application which is implemented in the Control class. In first connect paintBlock method draws on the screen Image classes, based on data received from the SS. These entities keep a vector image in the format of the base element container ImageView, and its endpoints coordinates. Every Image class initialization has clickListener with an individual set of operations. In other words, each element of the screen is interactive. An array of current robot blocks forming on the basis of embedded in app templates. Each block has a unique index and set of functions. Image arrow class implements elements of functions control. Methods of this class can hide and show these elements. Thereby, control elements are shown depending on the user’s taps on unit.

Fig. 4. Application class diagram
After the subscribing on the robot’s configuration, the interface displays functional changes of UGV in real time. Because of impossibility to invoke the main thread from the process, works on the network, all subscribes or errors data are transmitted via the system messages processed by an instance of the Handler system class. Besides, on the main screen is shown stop button and the record button which is activated while overcoming obstacles in manual mode.

For notifying user about problems or incorrect data input Activity classes using methods of ProgressDialog class which display toast notifications and loaders.

VII. Evaluation

Testing of the mobile application with adaptive interface was conducted under the following conditions. The Smart-M3 SIB was installed on the wireless router OS. Prototype of the six-wheeled robot based on the mobile robotic platform MRP-100 was created based on Lego EV3 (Fig. 5). This testing model has fewer features, but able to solve the problems approximated to reality.

![Prototype of the six-wheeled robot based on Lego EV3](image)

Plastic Lego parts much inferior in strength and mass than metal. For this reason on the central block of Lego-robot mounted an extra pair of wheels of a smaller diameter without a drive unit for the stability of the structure. Also the limited number of ports for connecting motors in the control unit did not allow to implement the lifting gear on closing block and functions of the length increasing. On the positive side the presence of ultrasonic sensor allows detect obstacles accurately and expects the start of maneuver execution more precisely.

The app was tested on Samsung, Asus and ZTE devices. Display size was ranged from 4.3 to 5.5 inches. Application interface has drawn correctly and accurately regardless of the display size and resolution through the vector icons usage. Fig. 6 shows two pictures of the main application screen.

The shown activity is a robot control adaptive interface and all the control elements situated here. The top of the image presents the moment when user tapped on the icon of leading (right) block. The bottom part shows the robot at the time of stopping in front of an obstacle. The user either focused on the guiding block. These examples shows the status of the remote robot control interface with the similar user actions, but in a different situational contexts. Both images were taken in the testing phase and confirm the ability of interface to change depends on the robot capabilities, the user needs and the context.

![Screenshot of adaptive interface](image)

VII. Conclusion

This paper presents an architecture and mobile application development of a smartphone-based adaptive remote control interface for six-wheeled mobile robot. The related work in the field of mobile control interfaces was reviewed. The working capacity and usability of the interface has been tested on a specially designed multi-functional robot prototype. For future work the extension of the prototype functionality and number of control system services is planned. At the moment authors research possibility and use cases to equip the robot with a webcam. It helps to analyze the image using the Haar cascade and calculate the size of obstacles in front of the robot more accurately.
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