Classification of Omani’s Dates Varieties Using Artificial Intelligence Techniques
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Abstract—Date fruits are considered as one of the most popular fruits in the Middle East. Oman is one of the countries that have many varieties of dates and the most well-known are Khalas, Fardh and Khunaizi. Nowadays, the process of classifying different varieties of dates in date’s industries is done manually by human workers. The manual process affects the quality of dates, which however is subjective, time consuming, laborious and expensive. The objective of this paper is to classify automatically six popular date varieties, namely, Khalas, Khunaizi, Fardh, Qash, Naghal, and Maan from their images based on color, shape, size, and texture features. Three different artificial intelligence techniques have been used for automatic classification and qualitative comparison; (i) Artificial Neural Network (ANN), (ii) Support Vector Machine (SVM), and (iii) K-Nearest Neighbor (KNN). The Dates’ varieties were obtained from AL-Dhahira Governorate. In total, 600 date samples (100 dates/class) were selected. These samples were imaged individually, one date per image. Nineteen features were extracted from each image and used in classification models. Experimental results show that the ANN algorithm outperforms the SVM and KNN based algorithms in all criteria used. The achieved results of ANN using 15 features and seven tan-sigmoid neurons in the hidden layer were 99.2% in classification accuracy, 99.12% in average recall and 99.25% in average precision.

I. INTRODUCTION

Date fruits are of great importance in human diet, due to its high-energy value and nutrient content. North Africa and Middle-East are considered as the largest date producer countries in the world according to Food Agricultural Organization (FAO). As shown in Fig.1, Oman was among the 10 top dates producer countries with annual production of 360,917 tons in 2017 [1]. Oman is one of the countries that depends on dates as a source of income. It has more than 250 varieties of dates, which can be distinguished from each other by their colors, shapes, sizes, and texture. Khunaizi considered as the sweetest variety while Khalas as the most delicious variety [2]. Classification of dates into different classes is very important task in date’s industries, which needs careful and hard effort from the workers. If dates classification can be automated by means of an intelligent system, varieties of dates can be classified accurately and very fast which will improve the date’s industries [3]. This study aims to propose an automatic date’s classification system that classifies dates varieties from their images using Artificial Intelligence Techniques. Most of the related work in the date’s classification field classify dates based on grade. In 2012, a method for automatic classification of date fruits using computer vision and pattern recognition is developed. In their system, they tested seven different categories of dates and extracted total of 15 features. They used multiple classifiers in their system for comparison purposes such as Nearest Neighbor, Linear Discriminant Analysis (LDA), and Neural Network (NN) [3]. A new date fruits sorting system using artificial neural networks (ANN) was proposed also in 2012. They used two models of neural networks, (i) multi-layer perceptron (MLP) with (ii) backpropagation and Radial Basis Function (RBF) networks. Their neural networks achieved a recognition rate of 87.5% for MLP and 91.1% for RBF [4]. In 2014, a system of automatically classifying different types of dates from their images was found by Ghulam Muhammad [5]. In this work, texture, color and shape features are extracted from the dates images. For dimensionality reduction of features vector, Fisher discrimination Ratio (FDR) was used and SVM was used as a classifier [5]. A computer vision system with a monochrome camera was proposed in 2016 to classify dates based on hardness. This study used histogram and texture features in their system and LDA and ANN were implemented as classifiers [6,7]. In 2018, an automated system that identifies different dates fruit maturity status and classify their categories is developed. Color, size and skin texture features are extracted. The system counts the number of dates, classify them into different classes and identify the defects [8].

The aim of this paper is to accurately classify six different varieties of dates: Khalas, Khunaizi, Fardh, Qash, Naghal, and Maan. We will work to extract color, shape, size, and texture features of various date images. Artificial Neural Network (ANN), Support Vector Machine (SVM), and K-Nearest Neighbor (K-NN) classifiers are proposed and comparative performance analysis are conducted.

This paper is organized as follows: Section II describes the materials and methods. Section III gives the basic principles of
classification models. Experimental results and discussions are given in Section IV. Section V concludes the paper.

II. MATERIALS and Methods

The proposed system starts by obtaining colored images of dates with single date per image. Preprocessing and segmentation are then applied to the colored images and are followed by mathematical morphological operations for removing incorrectly segmented pixels. The segmented images are then used to extract color, shape-size and texture features. At the beginning, each type of features was used alone to train the different classifiers. Then the combination of these features was, also, tested in order to examine the effectiveness of each one of them and to tune the parameters of each classifier. The classifiers are then tested by applying new data in order to evaluate their performances. The flowchart of the developed system is shown in Fig.2.

A. Samples Collection

Khalas, Fardh, Khunaizi, Qash, Naghal and Maan were used in this study since they are the most popular varieties of dates in Oman. All varieties were obtained from AL-Dhahira Governorate. A total of 600 date samples were selected (100 samples for each class). These samples were imaged individually, one date per image, and processed.

B. Image Acquisition System

The image acquisition system used in this study consisted of three main components: a personal computer, RGB color camera (model: EOS 1100D, Canon, Taiwan, resolution of 4272 × 2848 pixel) and two fluorescent lights. We used an A4 white paper as image background where we positioned manually each date sample at a distance of 15 cm from the camera. We took images using camera’s self-timer mode with one image per sample. Then we downloaded the captured images to the computer for further processing.

C. Preprocessing and Segmentation

An algorithm for processing the acquired images was developed using MATLAB (Version R2014a, The Mathworks Inc., Natick, MA, USA). The steps followed in processing the images are illustrated in Fig.3. First, the colored images are resized to ease and speed up the processing. Then, copies of the colored images are converted into grayscale images. The grayscale images are then segmented into foreground and background regions so that only, the region of interest is used. The segmentation process is implemented using Otsu's method [9] followed by morphological operations, such as “imdilate” and “imopen” (built-in functions in MATLAB software) as well as “hole filling” were employed. Otsu's method is considered as a global thresholding technique, which uses the image histogram to find a global threshold that separates the image into two classes (background and foreground) [10]. Threshold searching process tries to maximize the variance of the two classes [11]. The segmented images are binary images where the foreground is white and the background is black. The morphological operations were performed on images to improve the segmentation process [4]. The steps of segmentation are shown in Fig.3. After the object (date fruit) was segmented from the background, the binary images were used to identify the vertical and horizontal coordinates that correspond to the date. These coordinates then used to crop the original colored gray and binary images so that only the region of interest is used for the feature extraction phase.

D. Features Extraction

Different dates varieties can be distinguished by their colors, size-shape as well as skin texture features. The description for all features is explained in the following sections.

1) Color Features

Since dates varieties are different in colors, the color features provide powerful information in the field of date’s classification. Regarding the color, nine features were extracted. First, the cropped RGB images are converted into three-color channels, which are red (R) channel, green (G) channel and blue (B) channel. Then, from each channel, the mean and the standard deviation were computed. In addition, the gray images were used to compute three more features, which are minimum, maximum and mean intensity. The value
of the pixel with the smallest and greatest intensity in the region represents the minimum and maximum intensity respectively while the mean of all the intensity values in the region represents the mean intensity [3].

2) **Shape and size Features**

The sizes and shape are important features for date’s classification because different types of dates have different shapes and sizes. These features can improve the accuracy of classification if they were included in the features vector. As illustrated by Fig.4 the shape and size features were calculated from the segmented images in terms of pixels: Area, Major axis length, Minor axis length, Ellipse eccentricity, solidity and perimeter. The area is obtained by counting the number of pixels in the segmented images. Due to the natural shapes of the dates, ellipse was selected as the best modeling shape [10]. Major axis and minor axis lengths were computed by finding the length of the major and minor axes of the ellipse with the same normalized second central moments as the region. In addition, the eccentricity was also used, which represents the ratio between the major axis length and the distance separating the two foci. The solidity was calculated by finding the proportion of the pixels in the convex hull that are also in the region. The perimeter was computed by counting number of pixels in the boundary of the extracted object [3].

![Fig. 4. Major axis, minor axis and eccentricity parameters of the ellipse](image)

Eccentricity \((e)\) is computed as,

\[
e = \frac{c}{a} \sqrt{a^2 - b^2}
\]  

(1)

Where \(c\) is the distance from the center to the focus of the ellipse and \(a\) is the distance from the center to a vertex.

The solidity is calculated by finding the proportion of the pixels in the convex hull that are also in the region. It shows the degree to which shape is concave or convex. It is given by,

\[
Solidity = \frac{Area}{Convex\ Area}
\]

(2)

The perimeter is computed by counting the number of pixels in the boundary of the extracted object.

3) **Texture Features**

Some types of dates can be separated from each other by their skin texture, so it was necessary to consider dates texture as features. The Gray Level Co-occurrence Matrix (GLCM) is one of the methods that can be used to calculate statistical texture features [13]. GLCM gives an indication of how often different combinations of gray levels co-occur in an image. To calculate the GLCM, the RGB images were first converted into gray scale. Next, the gray-scale range was divided to eight levels [3]. Then, each pixel was substituted with its gray level. After that, the gray level of each pixel and its right neighbor were observed. Finally, GLCM was computed where each entry \((i, j)\) represents the number of occurrence of a pixel \(j\) to the right of a pixel \(i\). Once the GLCM is constructed, the texture features are calculated using the content of the GLCM. In this study, only four texture features were used: contrast, energy, correlation and homogeneity. Contrast represents the intensity contrast between a pixel and its neighbor over the whole image. Energy is the sum of squared elements in GCLM. Correlation measures how a pixel is correlated to its neighbor. Homogeneity measures how the distribution of the GLCM’s elements is close to the GLCM diagonal [13].
$$\text{Contrast} = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} (i-j)^2 p(i,j) \tag{3}$$

$$\text{Correlation} = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} \frac{p(i,j) - \mu_x \mu_y}{\sigma_x \sigma_y} \tag{4}$$

$$\text{Energy} = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j) \tag{5}$$

$$\text{Homogeneity} = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} \frac{p(i,j)}{1 + (i-j)} \tag{6}$$

Where, $N_g$ is the number of distinct gray levels and $p(i,j)$ represents the $(i,j)$th entry in the GLCM. $\mu_x$ and $\mu_y$ are the means in the raw and column directions respectively. $\sigma_x$ and $\sigma_y$ are the standard deviations in the raw and column directions respectively.

### III. Classification Models

For classification, three different classifiers were used for comparison purposes: (i) Artificial Neural Network (ANN), (ii) Support Vector Machine (SVM), and (iii) K-Nearest Neighbor (KNN).

#### A. Artificial Neural Network classifier

Multilayer neural network is one of the common classifiers used in fruit recognition research. The networks used were two-layer feed-forward networks trained with Levenberg-Marquardt backpropagation with tansig and logsig-hidden neurons and softmax output neurons. The dataset was divided into 3 subsets with 68% for training (408 images), 12% for validation (72 images) and 20% for testing (120 images). In order to test the effect of different features and the architecture of neural network in the classification task, the neural network was trained and tested 30 times with different number of neurons in the hidden layer. For each type of features (color, shape-size and texture), the neurons in the hidden layer was changed over the range (1-10). First, the network is trained and tested 30 times for each number of hidden neurons. Then, over these 30 times, the average accuracy was calculated and the results are shown in the result section.

#### B. Support Vector Machine

SVM is a set of related supervised learning methods used for regression and classification purposes. It is a binary classifier used for data classification in many applications [11], [14]. SVM takes a set of input data and for each input, it will predict to which class it belongs. SVM training algorithm constructs a model that classifies new sample into either class 1 or class 2. Specifically, SVM find the optimal boundary that separates the 2 classes with the largest margin between separating boundaries and support vectors (SVs) [5], [15]. As a result, the generalization error of the classifier will be reduced [16]. As the proposed system deals with six types of dates that belong to six different classes, a multi-class SVM was applied for classification. Multiclass SVM reduces the problem to a series of binary problems. One versus All coding design approach was adopted which creates six binary learners. For the kernel function, radial base function (RBF) was used. A 10-fold cross validation approach was used. In this approach, the training subset (80% of images) is divided into 10 folds. In each iteration, 9 out of the 10 folds are used as training, while the remaining fold is used for validating. Then, all the folds are tested after ten iterations. The remaining 20% of the samples were used for testing. The optimal value for the RBF kernel scale was automatically set while the optimization parameter “C” of SVM were changed to 5 different values in the range (1e-1, 1e-3). For each C value, the training and testing were repeated 30 times and the average testing accuracy was calculated.

#### C. K-Nearest Neighbor classifier

The idea behind KNN classifier is that it tries to find the nearest neighbors to a query data by calculating the distance between the query sample and all other samples which are then used to determine the class of that query [17]. In this study, the Euclidian distance was applied and the number of nearest neighbors is varied in the range from 1 to 10. For each k value, the same procedure as in SVM was applied in order to calculate the average testing accuracy.

### IV. Experimental Results and Discussion

#### A. Setup of the Artificial Neural Network

For the neural network, two activation functions in the hidden layer were used for comparison purposes. Fig.5 and Fig.6 show the Plots of the accuracies of the ANN classifier using different features vs number of hidden neurons for logsig and tansig activation functions respectively. It is clear that as the number of hidden neurons increases from 1 to 3, the increase in the accuracy is very clear. However, the accuracy improvement is very small when the number of neurons is ranging from 4 to 10.

The four texture features computed from GLCM achieves the lowest accuracy among other features. The accuracy ranges between 36.08% and 53.72% for logsig function while it ranges between 35.36% and 54.36% for tansig function. This shows that texture of different dates varieties are very similar so that it cannot be used alone to classify different dates. On the other hand, color and shape features achieve better accuracy when used alone compared to texture features. The color features accuracy range from 58.03% to 80.06% and from 62.58% to 79.67% for logsig and tansig respectively. The shape features achieve comparable accuracy to the color features, which is clear from Fig.5 and Fig.6. Shape accuracy falls in the range from 65.88% to 81.11% for logsig and from 63.67% to 81.19% for tansig, when all features are used to represent the date samples, the classification accuracy improves significantly and can reach up to 96.22% for logsig and 96.21% for tansig. However, the accuracy was improved further (97% and 97.26%) when the texture features were ignored and only color and shape features were used. The highest accuracy achieved in our study was 97.26%, which is reached by tansig neural network with seven hidden neurons as illustrated in TABLE I. Logsig neural network reached the highest accuracy with more hidden neurons (9 neurons) compared to tansig neural network.
B. Setup of the Support Vector Machine

Fig. 7 shows the results of the relation between average testing accuracy of different features versus the box constraint parameter C. It is clear that SVM performance is quite similar to the performance achieved by the ANN. The texture features achieved the smallest accuracy, which ranges from 47.06% to 57.14%. However, the combination of color and shape-size features reaches the highest accuracy of 97.1386% when the box constraint is 10. When the box constraint increases more than 10, the accuracy of different features either decreases or the improvement is very small. When all features are used, the accuracy was reduced little bit as compared to color and shape-size combination which shows that texture feature can be ignored.

C. Setup of the K- Nearest Neighbor classifier

KNN classifier performs the worst among the Neural Network and Support Vector Machine, which is obvious from Fig. 8. For texture features, the highest accuracy reached was 53.33% with seven nearest neighbors. When color features and shape-size features were used alone, the accuracy improved proportionally with the number of nearest neighbors and the highest reached at k=10 (70% and 82.5%). On the other hand, the combination of color and shape features attain the highest accuracy (95.83%) with only 5 nearest neighbors.

D. Time Complexity analysis

TABLE II. TIME COMPLEXITY OF DIFFERENT CLASSIFIERS FOR THE HIGHEST ACCURACY ACHIEVED

<table>
<thead>
<tr>
<th>Classifier</th>
<th>ANN-logsig</th>
<th>ANN-tansig</th>
<th>SVM</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (sec/sample)</td>
<td>0.939</td>
<td>0.917</td>
<td>0.997</td>
<td>2.56</td>
</tr>
</tbody>
</table>

Table II shows the complexity in terms of testing time (seconds) for the different classifiers. Only the classifiers with the highest performance are considered. It is clear that ANN and SVM classifiers perform the classification process at an approximately similar time. ANN with tan-sigmoid hidden neurons was able to classify the testing samples in about 0.92 seconds/sample, which is considered as the lowest classification time in this paper. Logsig neural network and tanSig neural network reach the highest accuracy in very close time. From Table 2 we can judge that the times taken by both classifiers (ANN and SVM) are comparable. But simulation results show that SVM takes much more time to achieve the classification. However, the KNN classifier achieves the highest classification time of 2.56 seconds/sample (i.e. the slowest algorithm) since it needs to calculate the distance from each testing sample to all the training samples when a classification is required.
Three techniques have been used and compared to each other in
achieving the classification tasks, namely, Artificial Neural Network,
support vector machine, and K-nearest neighbor. Different features
are extracted from dates images (colour, shape, size, and texture).
Intensive experiments and qualitative comparison are conducted
among the developed approaches. The impact of these features and
the critical parameter of each classifier in the classification task are
also addressed. The achieved results show that the combination of
colour and shape–size features gives the highest accuracy compared
to texture features. The highest classification accuracy attained by
ANN, SVM, and KNN classifiers are 97.2581%, 97.1386%, and
95.83%, respectively. In this study, 15 colour and shape-size features
are used. This implies that date fruits have significant differences in
colors and shape-size rather than textures.
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