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Abstract—Sentiment analysis of short texts such as Twit-
ter messages and comments in news portals is challenging
because of the limited contextual information that they
normally contain. In this paper, we propose our deep neural
network model that use bilingual word embeddings for
effectively solving classification problem for both languages.
We apply our approach for two corpora of two different
language pairs: English-Russian and Russian-Kazakh. We
show how to train a classification model in one language
and predict in another. Our approach achieves good results
for English with 73% accuracy and Russian 74% accuracy.
Also we have built a baseline method for Kazakh sentiment
analysis with 60% accuracy and have proposed a method to
learn bilingual embeddings from a large unlabeled corpus
using set of bilingual word pairs.

I. INTRODUCTION

Sentiment analysis is an increasingly active problem.
Consumers use the web as an advisory body in influencing
their view on matters. Knowing what is said on the web
allows to react upon negative sentiment and to monitor
positive sentiment. The social media connect the entire world
and thus people can much more easily in influence each other.
Hundreds of millions of people around the world actively
use websites such as Twitter or News portals to express their
thoughts. Thus there is growing interest in sentiment analysis
of texts where people express their thoughts or their opinion
across a variety of domains such as commerce [1] and health

(2], (3]

Sentiment analysis is the process of automatically deter-
mining sentiment expressed in natural language. As social
media cover almost the entire world, a sentiment expressed
by users of social media is written in a multitude of languages.
Here we face a new problem. For some languages, e.g.
kazakh language, there is no large enough labeled corpora
to use them as a training data for sentiment analysis. The
problem we study in this paper is to determine the general
opinion expressed in texts written in one natural language
taking into account another language and how to apply these
information for train a sentiment classifier.

Here we focus on short text, in particular, on social media
data: news comments and micro-blogging posts, like Twitter
messages. Sentiment analysis of short texts is challenging
because of the limited amount of contextual data in this
type of text. In this work, we propose a deep recurrent
neural network that use bilingual word embeddings to cap-
ture semantic features between words of two languages. We
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perform experiments on two language pairs: English-Russian
and Russian-Kazakh. A sentiment have been one of the two
classes: positive and negative.

In this paper, we describe an approach to building bilingual
word embeddings and how to use it to create a deep neural
network classifying model, which achieves good competitive
performance on sentiment analysis for Russian language. We
evaluate the model on a baseline in sentiment analysis for
Kazakh language.

II. RELATED WORKS

Distributed representations of words also known as word
embeddings have been introduced as a part of neural network
architectures for statistical language modeling ([4], [5], [6],
[7]). Generally, word embeddings is a very natural idea which
treat words like a math objects. Classical approach to building
word embeddings constructs one-hot encoding, where each
word corresponds with its own dimension. Obviously, there is
a necessity to train representations for individual words, basi-
cally, as reduction of dimensionality. In particular, distributed
word representations solve this problem. It maps each word
occurring in the dictionary to a Euclidean space, attempting
to capture semantic attitudes between words as geometric
relationships. Thus distributed word representations are very
useful in different NLP tasks such as semantic similarity [8],
information retrieval [9] and sentiment analysis [10].

There are few methods to build multilingual word embed-
ding. In particular, Zou et al. [8] introduced bilingual word
embeddings through utilizing Machine Translation word
alignments to translational equivalence. Vulic and Moens [11]
proposed a simple effective approach of learning bilingual
word embeddings from non-parallel document-aligned data.
Also Lu et. al [12] extend the idea of learning deep non-linear
transformations of word embeddings for two languages, using
the deep canonical correlation analysis.

Sentiment analysis tasks of short text is a very popular
task in NLP. Mohammad et. al [13] described one of the state-
of-the-art Twitter message-level sentiment classifying using
SVM. Dos Santos and Gatti [10] proposed a deep convolu-
tional neural network exploiting character-level and word-
level embeddings to perform sentiment analysis of short texts,
and achieved state-of-the-art results in binary classification,
with 85.7% accuracy. Although there are many works related
to these models, little work has been done to use bilingual
word embeddings to improve sentiment analysis, especially
for Kazakh language.
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II. METHOD
A. Background

1) Bilingual Word Embeddings: Assume that we have two
large not aligned corpora in the source language Wg and the
target language Wy , respectively, and set of bilingual word
pairs(dictionary) for each language Vs and V. Our goal is to
generate vectors x and y in space R°7 and retain semantic
relationships between vectors from both source spaces and
supplement them with new relationships between words of
two languages. For example, in the joint semantic space
the Russian word ’wkona’(school) is expected to be close
to its Kazakh translation ’mexmen’(school). Besides words
“wikomvt’ (plural form of Russian word 'mkona’, schools) and
"mexmenmep’(plural form of Kazakh word 'mexrer’, schools)
which are not contained in the dictionary is also expected to
be near.

There are several way to solve this problem. We consider
two methods in this paper. We propose a relatively straight-
forward method to creating multilingual word embeddings.
Main idea of this method is generating a single “pseudo-
bilingual” corpus through mixing source corpora with a
second language. In the first step, we clean dictionaries Vg
and Vi depending on the frequency of words in their corpora.
We delete very common words using threshold. Because that
words commonly used in different contexts, they have dif-
ferent meanings. Following that, we have randomly splitted
source language corpus to two parts and replace every n-th
word in first half with direct translation given in dictionary
Vs. Exactly the same step we apply to target language cor-
pus.This have been done in order to extend context of using
particular word to two language. Having a bilingual contexts
for each word in pseudo-bilingual corpus, we train the final
model and construct a shared multilingual embedding space.
The second method is to train word embeddings for each
language and then applying linear regression transform word
embeddings from source to target language. This method was
proposed by Mikolov et al. [14]. The objective function in
regression task looks as follows:

mﬂinZHﬁxi—yiHQ (1)

where (3 is a transformation matrix which we have to find
out, x; and y; are word vectors of source and target language
word spaces respectively.

2) Neural network architecture: As a deep neural network
we use the Long short-term memory (LSTM) model, which
is proposed by Hochreiter and Schmidhuber [15]. LSTM
model is a type of recurrent neural network (RNN). In a
traditional recurrent neural network, during the gradient
back-propagation phase, the gradient signal can end up being
multiplied a large number of times by the weight matrix
associated with the connections between the neurons of the
recurrent hidden layer. This means that, the magnitude of
weights in the transition matrix can have a strong impact on
the learning process. RNN makes all predictions sequentially,
and the hidden layer from one prediction is fed to the hidden
layer of the next prediction. This gives the network "memory”,
in the sense that the results from previous predictions can
inform future predictions. LSTMs are explicitly designed
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to avoid the long-term dependency problem. Thus LSTM
networks is especially good in sequence labeling tasks [16].
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This diagram shows LSTM memory block architecture. Picture from

Likewise, we are interested in evaluating the performance
one more recently proposed recurrent unit - GRU. A gated
recurrent unit (GRU) was proposed by Cho et al.[18] to make
each recurrent unit to adaptively capture dependencies of
different time scales. Similarly to the LSTM unit, the GRU
has gating units that modulate the flow of information inside
the unit, however, without having a separate memory cells.
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Fig. 2.
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This diagram shows GRU memory block architecture. Picture from

In order to score a sentence, the network takes as input
the sequence of words in the sentence, and passes it through
a sequence of layers where features with increasing levels of
complexity are extracted.

B. Scoring and Network Training

Given a sentence x with n words wy, wa, ..., w, , which
have been converted to joint word-level embeddings. We
use a special padding token for sentences with small sizes.
Then we get sentence-level representation passing word-level
embeddings through two LSTM layers. Finally, the vector 7,
the obtained feature vector of sentence z, is processed by two
fully connected(dense) neural network layers, which extract
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one more level of representation and compute a score for
each sentiment label ¢ € C' as a logistic classifier.

The network was trained using RMSProp([19], [20]),
which worked better than using an annealed learning rate.
Also we use dropout [21] as a powerful regularizer, even
when the network was only two layer deep. Also we use
dropout technique to regularize hidden states in LSTM layer.
So that we have achieved good generalization capability
getting opportunity to train a neural network in one language
and predict in another.

IV. EXPERIMENTAL SETUP AND RESULTS
A. Sentiment Analysis Datasets

We apply our model for two different language pairs:
English-Russian and Russian-Kazakh. As the English senti-
ment labeled dataset we use the Standford Twitter Sentiment
corpus introduced by Go et al. [22]. In our experiments, to
speedup the training process we use only a sample of the
training data consisting of 100K randomly selected tweets. As
the Russian dataset we use Russian Twitter corpus introduced
by Rubtsova and Zagorulko [23]. For the Kazakh dataset
we collect a corpus from news comments including about
1400 documents. At the preprocessing step we have deleted
sentence boundaries, non-letter characters(except apostrophe
symbol) and have replaced all URLs to hashtag "#Replace-
dUrl”. Also we removed all emoticons, because training
corpora was built using emoticon labeling and it have a
huge impact to final results, whereas our goal is to achieve
competitive results in bilingual text evaluations.

TABLE L SENTIMENT ANALYSIS DATASETS
Dataset tweets / documents | classes
English train 80K 2
test 20K

Russian train 80K 2
test 20K

Kazakh train 1100 2
test 300

B. Unsupervised Learning of Bilingual Word Embeddings

Word embeddings play very important role in the our
model architecture. They are meant to capture syntactic and
semantic information, which are very important to senti-
ment analysis. In our experiments, we perform unsupervised
learning of word embeddings using the word2vec tool [24],
which implements the continuous bag-of-words and skip-
gram architectures for computing vector representations of
words [6]. We use the English Wikipedia corpus, a collection
of Russian news documents and a collection of Kazakh news
documents [25] as a source of unlabeled data. We removed
all documents that are less than 50 characters long. Also we
lowered case all words and substituted each numerical digit
by a 0(e.g., 25 becomes 00). The resulting cleaned corpora
contains about 280 million tokens for English, about 190
million tokens for Russian and about 20 million tokens for
Kazakh.

After the preprocessing we start to “mix” mentioned
corpora to each other in the following manner. We select
replacing window size of 6 and further the same window
size will be used for training skip-gram. Following that we
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get two corpora for English-Russian pair and Russian-Kazakh
pair.

When running the word2vec tool, we set that a word
must occur at least 4 times in order to be included in the
vocabulary, which resulted in a vocabulary of about 900K
entries for English-Russian pair and about 600K for Russian-
Kazakh pair. The training time for the English-Russian pair
corpus is around 4h and around 1h for Russian-Kazakh pair
corpus using 6 threads in a Intel(R) Core i5-3470 3.20GHz
machine.

We show visualization of learned embeddings using
Russian-Kazakh “pseudo-bilingual” corpus in Fig. 2. The two-
dimensional vectors for this visualization is obtained with
t-SNE [26].

For linear transformation approach we use the same
preprocessing methods, but have trained word embeddings
for each language separately. Following that, using Ridge
regression we transform word vectors in source language
space into target language word vectors space. In section IV-D
we show results for both described approaches.

C. Model setup

We implemented our model using Keras library [27] and
Theano library [28] as "backend” of Keras. We use the devel-
opment sets to tune the neural network hyper-parameters.
Many different combinations of hyper-parameters can give
similarly good results. We spent more time tuning the reg-
ularization parameters than tuning other parameters, since
it is the hyper-parameter that has the largest impact in the
prediction performance. For both language pairs, the number
of training epochs varies between two and four. In the Table
I, we show the selected hyper-parameters.

D. Results for English-Russian pair

For this experiment we use two different bilingual word
embeddings and compare them in solving bilingual senti-
ment analysis problem. For using the linear transformation
approach we utilize bilingual dictionary to collecting training
set. The collected training set have contained about 90K
samples. We use Ridge regression, which introduced in Scikit
learn library[29] with following parameters: regularization
constant(alpha) - 0.01, precision of the solution(tol) - 0.0001.

First, we start to train our model only in English training
data and evaluate model on Russian test dataset. Following
that, we use both of English and Russian training sets in
different concentrations. In Table III we show how the quality
grows while we add more Russian training data.

In Table III, we also compare our model performance
with other approaches proposed by the Go et al. [22]. Our
results do not outperform the previous approaches, because
we don’t use preprocessing features mentioned in his paper.
Also training bilingual word vectors makes some noise into
our word vector space.

E. Results for Russian-Kazakh pair

We have ran exactly the same experiments with Russian-
Kazakh pair. But our Kazakh sentiment labeled dataset was
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Visualization of bilingual word embeddings. Circled positions shows a semantic proximity between Russian and Kazakh words. For example,

‘MemitekerTiK - adj, state (from Kazakh), ‘rocymapcrsennsiit’ - adj, state (from Russian), ‘Hanmonanssent’ - adj, national (from Russian)

TABLE II NEURAL NETWORK PARAMETERS
Parameter Parameter description Value
af Fraction of the embeddings to drop. 0.25
ntt Number of hidden units in LSTM(GRU) layer. 64
a” Fraction of the input units to drop for input gates for LSTM(GRU) layer. 0.2
a” Fraction of the input units to drop for recurrent connections for LSTM(GRU) layer. 0.2
A Learning rate 0.001

TABLE IIL. EvALUATING ENGLISH-RUSSIAN PAIR MODEL TABLE IV. EvALUATING RUSSIAN-KAZAKH PAIR MODEL

Training Accuracy ROC AUC Accuracy ROC AUC Training Accuracy ROC AUC | Accuracy ROC AUC
data English English Russian Russian data Russian Russian Kazakh Kazakh

Our approach(to building a bilingual word embeddings) 100% Russian 0.71 0.79 0.55 0.58
100% English | 0.73 0.80 059 0.62 98% Russian | 0.72 0.80 0.56 0.64
75% Lnglish | 0.73 0.81 0.67 0.76 and 2%
and 25% Kazakh
Russian 95% Russian 0.72 0.79 0.58 0.67
50% English | 0.74 0.81 0.70 0.78 and 5%
and 50% Kazakh
Russian

Linear transformation approach

100% English | 0.69 0.74 0.55 0.60
75% English | 0.70 0.77 0.59 0.60 F. Code and Data Sets
and 25%
Russian This section describes the network architectures and
50% English | 0.71 0.77 0.60 0.64 L . . .
and 50% training details for the experimental results reported in
Russian this paper. The code for reproducing these results can be
100% English, | 0.82 - - - obtained from https://github.com/eabdullin/nlp_mthesis. The
SVM (Go et : : :
oL [22) implementation based on Keras library and Theano as back-
100% English, | 0.83 . . - end using CPU. But also there is a possibility to use GPU.
I[\IBD(GO et al. More detailed description of using GPU with Keras may be
22

too small and we use also a small concentration of Kazakh
training samples in dataset. In Table IV we show results for
Russian-Kazakh pair. Again we see growth of quality for
using the "language mixed” dataset.
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found on [30].

V. CONCLUSION

In this work we present an approach to performing bilin-
gual sentiment analysis. Also we propose a new relatively
simple approach to building word embeddings. The main
contributions of the paper are: (1) the new approach to
building bilingual word embeddings; (2) the idea of using
pre-trained bilingual word embeddings in neural network
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architecture; (3) experimental results for Kazakh sentiment
analysis.

Proposed method may be used to sentiment analysis
in different language which does not have enough labeled
corpora. For this purpose researches need to have only
dictionaries to translate words. As a future work, we would
like to build Kazakh sentiment labeled corpus using our
classification model. Additionally, we would like to check the
impact of performing the semi-supervised learning.
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