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Abstract—This work describes the experience of cre-
ating a coreference resolution system for Russian lan-
guage. Coreference resolution is a key subtask of In-
formation Extraction, and aims to grouping mentions
that refer to the same discourse entity. This work was
aimed to applying a clusterization algorithm for Russian-
language newswire texts. We narrowed the task to Person
proper names clusterization. Our approach model in-
cluded two steps: mention extraction and clusterization.
Mention extraction was proceeded by manually-created
grammars for Tomita-parser. For mention grouping, we
used agglomerative clusterization on entity level with
the help of weighted feature vectors. We run our ex-
periments on newswire texts, annotated for factRuEval-
2016 competition, organized by Dialogue Evaluation. We
compare our results with competitors. As a baseline, we
set built-in Tomita-parser algorithms for name extraction
and name clusterization. We got comparable results and
outperformed the baseline.

I. INTRODUCTION

Coreference resolution is an important subtask of nat-
ural language processing systems [1|. Systems, requiring
deep language understanding, such as information ex-
tracion or named entity linking, benefit from extracted
coreference information.

Coreference resolution is the task of grouping
mentions that refer to the same discourse entity.
Mentions are text equivalent of Mentions can be named,
nominal and pronominal. Table I illustrates an example
of mentions of the entity “Joe Smith” [2].

TABLE 1. EXAMPLE OF MENTIONS OF THE ENTITY “JOE SMITH”

Joe Smith, Mr. Smith
the guy wearing a bluce shirt
he, him

Named Mention:
Nominal Mention:
Pronoun Mentions:

The attention to this task increased, when it had
become a separate track in 1995 at MUC-6 (Message Un-
derstanding Conference) competition organised by NRAD
with the support of DARPA.

Since then, numerous coreference resolution systems
have been developed. They commonly used machine learn-
ing approaches (both supervised and unsupervised), and
improve them with various linguistic and contextual fea-
tures. The key types of models are mention-pair, mention-
ranking and entity-based [3]. The current approaches ex-
plore unsupervised methods and entity-based models [4],
[5].

In our work, we focus on a problem of applying coref-
erence resolution algorithms for Russian language news.

We started from a narrower task of determining clusters
of only named mentions, that refer to the same Person-
type entity. Actually, it means to group all available
name parts (i.e. form of address, personal name, surname,
patronymic, nickname) of each person, mentioned in the
text. For example, in the novel "War and Peace” by Leo
Tolstoy, we will group “prince Andrew”, "prince Andrew
Nikolaevich”, "prince Bolkonski” into one entity “prince
Andrew Nikolaevich Bolkonski”.

For Russian language the open solution exists for this
task, and it is implemented in Tomita-parser (a tool for
fact extraction). We took results of its work as a baseline,
and tried to build such a coreference resolution system,
that can be flexible for changes to specific purposes at each
step and can show results not worser than baseline.

We attempted to apply an entity-based approach with
agglomerative clustering: each mention starts in its own
cluster and then pairs of clusters are merged each step.
Merging is proceeded using ranked set of mention pairs and
can happen only with absence of contradictions between
any two mentions from both clusters.

We run experiments on Dialogue Evaluation
factRuEval-2016 datasets of news [6], which were
preprocessed for our task, and compared results with the
competition participants.

II. RELATED WORK

The pre-history of coreference resolution started from
a narrower task - anaphora resolution. Anaphora resolu-
tion is the task of finding the preceding mentioned name
(called antecedent), which some expression (e.g.pronoun
or personal name) refers to. For example, in the text
"Bob entered the room. He looked confused.”, the pronoun
“he” refers to the name "Bob”. One of the difference be-
tween anaphora and coreference, that anaphora resolution
resulted in a set of pairs of an expression and its an-
tecedent, and coreference resolution resulted in a clusters
of all mentions, that refer to the same discourse entity.
Computational theories of discourse, in particular focusing
and centering [7], [8], [9], [10], have heavily influenced
coreference research in the 1970s and 1980s, leading to the
development of numerous centering algorithms [11].

The work on coreference resolution was initialized at
the time of appearence of a separate track in 1995 at
MUC-6 (Message Understanding Conference) competition
organised by NRAD with the support of DARPA. In 1998,
coreference resolution track was also included into MUC-
7. These conferences conducted large-scale evaluations and
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developed a considerable amount of annotated data, which
stimulate the growth in applying machine-learning meth-
ods to the coreference task. Since then three important
classes of learning-based coreference models were devel-
oped, namely mention-pair model, mention ranking model
and entity-based model.

Mention-pair models. The mention-pair model is a
classifier that determines, whether a pair of mentions is
coreferent. The desicion about coreference on each pair
is made independently. The most widely used coreference
clustering algorithms are closest-first clustering and best-
first clustering [12], [13], [14], [15], [16].

Entity-based model. Unlike mention-pair models,
entity-based models, aims to classify, whether mentions
are coreferent, using information from preceding, maybe
partially-formed, clusters. It helps to enhance the infor-
mation for the decision, because it can be not enough
information between pair of mentions. Moreover, that
model supports transitivity.

The classic example shows the advantage of entity-
based model over mention-pair model. For instance, we
have a text of three mentions: "Mr.Clinton”, "Clinton” and
"Hilary Clinton”. In mention-pair model, we can indepen-
dently connect "Mr.Clinton” with ”Clinton”, and "Hilary
Clinton” with ”"Clinton”, and then, due to transitivity, find
"Mr.Clinton” and “Hilary Clinton” in one cluster, which
is wrong regarding the gender constraints. However, in
an entity-based model, if we firslty connect into a cluster
"Mr.Clinton” and "Clinton”, a link between "Clinton” and
"Hilary Clinton” can not appear, because of the gender
constraints, which ”Clinton” inheritated from a cluster-
level features, which, in its turn, come from “Mr.Clinton”.

The first attempt of implementing entity-based model
was made by Luo et al. [17], who consider all clustering
possibilities by searching in a Bell tree representation, and
cast the coreference resolution problem as finding the best
path from the root node to the leaves.

Other approaches suggested different strategies of opti-
mizing clutering decision: a first-order probabilistic model
that allows features based on firs-order logic over a set
of mentions [18]; integer linear programming to enforce
transitivity [19], [20], [21]; graph partitioning algorithms
[22], [23]; using imitation learning and model stacking [5].

Mention ranking models. Mention ranking model
is considered as a step between mantion-pair and entity-
based models. A ranker allows more than one candidate
mention to be examined simultaneously and, by determin-
ing which candidate is most probable, it directly captures
the competition among them. Ng (2005) made a different
use of ranking and recasts the coreference task as ranking
candidate partitions generated by different mention-pair
systems [24]. Rahman and Ng (2009) proposed a cluster-
ranking approach that combines the strengths of mention
rankers and entity-mention models [25].

Unsupervised models. The applying of unsupervised
models is motivated by the absence or costliness of anno-
tated data.
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The first attempt was made by Cardie and Wagstaff in
1999, their approach applies clustering on feature vectors,
that represent mentions.

Researchers are still investigating the abilities of that
type of model. |26 presented a mention-pair nonparamet-
ric fully-generative Bayesian model for unsupervised coref-
erence resolution. Based on this model, [27] probabilisti-
cally induced coreference partitions via EM clustering. [2§]
proposed an entity-mention model that is able to perform
joint inference across mentions by using Markov Logic.
[29] proposed a generative, unsupervised ranking model
for entity coreference resolution.

III. MENTION EXTRACTION

In this paper we consider mentions as person proper
names [30]. Personal proper names can consist of personal
name, family name, patronymic name or nickname. We
used this classification due to standard russian structure of
the full name [31]. It fits most slavonic languages, however
other languages can contain extra parts such as title,
middle name, matronymic name. So in our work we do not
regard cultural properties while parsing these names, but
consider them as a personal name and a family name. For
example, arabic name Muhammad ibn Salman ibn Ameen
ARl-Farsi actually means Muhammad, son of Salman, son
of Ameen, the Persian will be interpreted as personal name
Muhammad and family name ibn Salman ibn Ameen Ahl-
Farsi.

A. Tool

For mention detection, we used a rule-based tool -
Tomita-parser [32], an instrument for extracting structured
data from the natural language texts. It is based on
the GLR-parser algorithm [33] and uses the formalism of
context-free grammars. Tomita-parser analyzes the text,
using linguistic-based grammars, which consist of a set
of rules and linked-in gazeeteers (kind of inner key-word
vocabularies). Table IT illustrates an example of a rule and
a substring, which fits it.

TABLE II. EXAMPLE OF A TOMITA-PARSER RULE. Person -
NONTERMINAL FOR FULL PERSON NAMES. kwlype<address> - ANY
WORD FROM KEY-WORD VOCABULARY. nob_ part - NONTERMINAL FOR
NOBILIARY PARTICLES. Word<surmame> - TERMINAL WITH THE
GRAMMAR FEATURE FOR SURNAMES

Word<surname >
Monsorcau
Momncepo

Person -> kwtype<address>
Dame

I'pacmms

nob_ part
de
e

B. Text processing

Mention extraction step is aimed to getting a set of
mentions with features from an input plain text. To achieve
this, we use two grammars, written for Tomita-parser. The
first one is responsible for preprocessing, with its help
we extract all non-dictionary words and create temporary
vocabularies of names. The second one, using created
vocabularies, gathers parts of the name together and ex-
tract corresponding features. All grammars use manually
created key words vocabularies, including stopwords, some
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geographical entites, addresses and other additional infor-
mation.

This model is shown at Fig.1

1) Non-dictionary words extraction grammar: Tomita-
parser uses inner dicionary, which includes some personal
names. However, it is impossible to cover all existing
names, that can appear in the text, but non-dictionary
names can be extracted by the grammar rules.

The main issue of this step lies in separation names,
that refer to persons, from names, that refer to other types
of entities (e.g. organization, location). To achieve this
challenge, we write the rules, that describe the context
with a high probability to refer a specific entity-type. For
example, we use keywords vocabularies with location and
organization descriptors.

If any non-dictionary name appears in appropriate
context, it gets label "pers check”, for person context, or
"misc_ check”, for other contexts. Those names, that are
labeled as person names, are added to a created temporary
vocabulary, others are added to a stop-list vocabulary. As
a result we received a vocabulary, that will be plugged in
into the next grammar.

2) Full name extraction grammar: After getting non-
dictionary words vocabulary, we can form full name from
its smaller parts: Firstname, Lastname, Patronymic name,
and, additionally, non-dictionary name, that can be any
of aforementioned parts. Moreover, we extract some extra
attributes, such as Gender, Address and Descriptor, which
are described below.

While extracting, all names are normalized using built-
in Tomita-parser algorithm. Normalization is the process
of transforming the word into canonical form (to the
nominative case), e.g. "Bopucy” -> "Bopuc” ("Borisu” ->
"Boris”) .

As a result we get a set of mentions with attributes.

Y
‘ Plain Text

\\\ .{'Tomita-Parser
I\
|

Input

Non YR
‘Non-cht Key Words

Preprocessing
GRM
L JAN

VOC

J

N

(= .
\ Tomita-Parser
NNg - >
Full Name || Key Words
GRM vocC
& \ b,

o

e N\

[ Non-Dict Processing

vocC

Mentions
with attributes
\ J

Output

Fig. 1. Mention Extraction Model
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3) Mention attributes: Each mention is represented by
a set of features, described below. The distribution of
features is presented at Fig.2.

e NameNotNorm
This attribute just keep the string as it is appeared
in the text.

e Firstname
e Lastname
e Patronymic

Firstname, Lastname and Patronymic attributes
are filled, using the inner Tomita-parser dictionary.
For all non-dictionary words we tagged attributed,
based on their lexical or syntactic features. For
example, if an extracted word ends with "weuau”
(7shwili”) - it is a high probability for a word to
be a Georgian surname, or if word goes before the
patronymic name, it will be a firstname.

e Gender

The Gender attribute can equal “male”, “female”
or “dual” The gender is detected in several
ways. Firstly, we relay on grammatical gender (if
available) from the Tomita-parser inner dictionary.
Secondly, we use the vocabulary of addresses,
which is manually sorted by gender. And then,
we look at grammatical gender in syntactically
dependent verbs, adjectives and descriptors. If
there os not enough information for detecting
gender, than attribute is "dual”.

e Address
The address attribute is can be filled with any
word from address vocabulary. Address is a noun
phrase, that is used as an additional part to the

name, while appealing to person (e.g. "mister”,
“duke”).

e Descriptor

Desciptor is a noun phrase, that descibes some
class, a person belongs (e.g. job, kinship role)
About 80% of descriptors in newswire texts appear
with the first mention of a person. It relates with
an attempt to explain, whom the text is about.
Hence, there is a higher probability to meet a name
with a descriptor before the same person’s name
without it.

The illustation example of mention extraction process
is shown below.

Input text:

B CIIIA codeporcamces 6 saxnsouenuu 6e3 obsunenut 0sa
orcyprasucma:  domoepad Accowustimed Ilpecc Bunan
Xacceur (Bilal Hussein), u onepamop Anv-Zorcazupo
Camu anv-Xadoe (Sami al-Haj), womopwvie naxodumcs
68 MIOPLME Ydice NAMB AeM U 6 HACTNOAULUT MOMEHM,
codeporcumesn 6 yanmanamo (Kyba).
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Non-Dictionary = Word Extraction Grammar
Output:

B CIHIA codepoicamen 6 3saxaiovenuyu 6e3 066uHenull
dea orcypraaucma: gomoepad [Accowuatimed] Ilpece
Buaan [Xacceun] (Bilal Hussein), u onepamop Ano-
Jocasupot [Camuf [ans-Xadowe] (Sami al-Haj), komopoie
HATOOUMCA 6 MIOPLME YIHCE NAMD ACM U 6 HACTOAULUT

momenm, codeporcumes 6 Lyanmanamo (Kyba,).
RawName

Name — Accommaiitesn,
NameNotNorm = Accomusiites,
Misc__check = true

}

RawName

Name = Xacceunn
NameNotNorm = Xacceun
Pers check = true

}

RawName

Name = Camu
NameNotNorm = Camu
Pers_check = true

}

RawName

{

Name = amp-Xamx
NameNotNorm = anb-Xajpk
Pers check = true

}

Generated Vocabularies:
Miscellaneous: accommsiTur

Names: xaccewt, caMu, ajb-XaJi2K

I Amount

Deseriptor

Patronymic Gender

Firstname  Lastname Address

Fig. 2. Distribution of Mention Attributes in Development Set
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Full Name Extraction Grammar Output:

B CIIA codepoicames 6 saxmovenun 6e3 obsunenutl dsa
orcypraaucma: gomoepad Accowuatimed Ipecc [Bunaan
Xacceun| (Bilal Hussein), u onepamop Aav-lorcasupoy
[Camu anav-Xadowc] (Sami al-Haj), xomopuvie naxodumes
6 MIOPLME YHCEe NAMD AEM U 6 HACTNOAUWULT MOMEHTN
codepoicumcesa 6 Nyanmanamo (Kyba,).

StrictName
{
NameNotNorm = Bujian Xacceun
Firstname = buman
Lastname = Xaccenn
Patronymic = None
Gender = male
Address = None
Descriptor = dororpad Accommsiiten [Ipecc

}

StrictName
{
NameNotNorm = Camu ajib-Xa/K
Firstname = Camn
Lastname — amn-Xajk
Patronymic = None
Gender = male
Address = None
Descriptor = oneparop Asb-/Ixa3upst

Mentions with Attributes:

1: (‘Bunan’, 'Xaccenn’, "None’, ‘'male’, 'None’, *dororpad
Accommsiiten TIpecc’)

2: ("Camn’, ’anmp-Xamxk’, 'None’, ‘'male’, 'None’, 'onepaTtop
Ajib-JT2xa3upsr’)

IV. CLUSTERIZATION
A. Denotations and definitions

Let us consider each document D as a set of » mentions
M = {my,..m,}. All mentions form a set of unique
mention pairs MP = {(4,5) | 1 < i< j< n}, where each
mention is represented with its index.

Each mention pair from MP has its pairwise score
Pi jyemp, counted by function score(s, j), that shows how
close the mentions are to be coreferent:

ifDisjoint(i, j)
otherwise

None,

score(i,j) = {HTf(z' 7)

where f(i,7) is a feature vector of two mentions, and
0 is a feature weight vector, which is got by training a
mention pair model on development set (IV-B). Disjoint
function tells, if two mentions have a contradiction, which
prevent their presence in one cluster. It takes takes the
following form:
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true, if Firstname match[Dismatch]
or Lastname_match|Dismatch]
Disjoint(i,j) = or Gender match[Dismatch)]
or 0T f(i,5) <0
false, otherwise

To denote the goal of coreference resolution, let us
consider n x n Boolean triangle matrix C as a result of
clustering, where Cy| = 1 if m; and my; are coreferent, and
0 otherwise. Clustering in matrix C is walid if and only
if the relevant entries satisfy the transitivity constraint:
(Cij:1/\Cij:1)$Cik:1V1§i<j<k§’ll.Let
denote C[i] as a cluster, that i-th mention belongs to.

The goal of coreference resolution is to provide a valid
clustering C on document D. The clusterization step is
described at TV-D.

B. Mention pair model

We train our mention pair model using logistic classifier
to learn feature weights. Mention pair model predicts,
whether two mentions belong to the same cluster. The
probability of coreference takes the standard logistic form:

po(i,j) = (1+ e 0" F(:d))~1

where f(i,7) is a feature vector on m; and m; and 0 is
a feature weight vector, we wish to learn.

We consider M as the set of all mentions in the devel-
opment set, let 7(j) denote the set of mentions indexes,
preceeding g, such that m; and m; are coreferent, and F(j)
- such that m; and m; are not coreferent. The sets 7 (j) and
F(j) formed within document D, the mention m; belongs
to. We want to find a parameter vector 6 that assigns high
probabilities to the candidate mentions in 7(j) and low
probabilities to the ones in F(j).

The model is trained on our development sct by
solving the following optimization problem using L1-
regularization:

LO)=- > (X

meM teT (m)
+ > (log (1 —pe (f,m)))+min|0];)
Jer(m)

log (pe (t,m)) +

C. Feature vector

Feature vector represents matches between different
attributes of two mentions. Attributes Firstname, Last-
name and Patronymic have five variants of match:

e  Strict Match
Attributes’ values are identical.

e  Relared Match
Attributes’ values are close to be identical. For
relaxed match check we count the Levenstein Dis-
tance between the mentions’ strings. Levenstein
Distance is a string metric for measuring the min-
imum number of single-character edits (insertions,

deletions or substitutions) required to change one
word into the other.

Relaxed match check is aimed to find similar names
despite the errors of normalization and text mis-
prints. We allow Levenstein Distance to be less
than 3, because it is the maximum length of noun
suffix in Russian language.

Relaxed match is also equals ’true’, if one string is
a part of another, e.g.’Anna Maria’ and ’Anna’.

o  First Letter Match
If at least one of the attributes’ values is a short-
ened to one letter and this letter is equal to the
first letter of another value.

o None Field
At least one of attributes’ values is 'None'.

e  Dismatch
Attributes’ are different at least in one word.

Attributes Gender and Address has only match vari-
ants: Match, Dismatch and None Field. Gender and Ad-
dress attributes can be equal to a limited list of dictionary
words, that is why we do not deal with normalization errors
and misprints.

Attribute Descriptor reflects only the presence the
descriptor in mentions.

D. Clusterization algorithm

Clusterization is proceeded with the help of mention
pair scores and transitivity restriction.

A widely used clusterization approach for coreference
resolution is best-first clustering [14]. For each mention, the
best-first algorithm assigns the most probable preceding
mention, that can be coreferent to it.

The weakness of this approach appeares in making
decisions on local, pairs level, not entity one. That is why,
we can get a cluster with conflict elements, e.g.[Hilary

TABLE III. FEATURES ON MENTION PAIRS

ID Feature Values

Example

Firstname match

. Strict Match

. Relaxed Match

. First Letter Match
. None Field

. Dismatch

"Anipeit” "Anjpeit”
7Auypero” "Anpeit”
"Anppeii” "A”
7Annpeii” "None”
"Anipeit” "Mapust”

0

2 Lastname_match . Strict Match "NBanos” "NBanos
. Relaxed Match "UBanosy” é
. First Letter Match | "Msanos” "11.”
. None Field "HBanos” "None”
. Dismatch "Nsanos” "Tlerpos”
3 Patr_match . Strict Match "Npanosuy” "UBanosuy”
. Relaxed Match "MBanosny” "NBanosuwy”
. First Letter Match | "Manosuy” "11.”
. None Field "Nsanosna” "None”
. Dismatch "Usanosuy” "Tlerposuy”
4 Gender_match . Match

. None Field

“female” "female”
“female” "None”

BN 0 N Lo N O Lo N U W N s WO N

. Dismatch nale” "male”
5 Addr_match . Match “mucrep” "mucrep”

. None Field "mucrep” "None”

. Dismatch "Kusi3n” "Koposin”
5 Descr__presence . Both true “true” "true”

. First is true 1e” "false”

. Second is true “true” true”

. Both false “false” i




PROCEEDING OF THE ISMW-FRUCT 2016 CONFERENCE

Clinton, Clinton, Bill Clinton]. That happens because the
coreference decision between Hilary Clinton and Clinton
makes independently of the one between Bill Clinton and
Clinton.

To avoid this problem, we support an entity level at
merging step by checking, if score function of any possible
pair from two clusters, intended to merge, do not return
‘None’, i.e. they are strictly not coreferent.

We use an agglomerative clustering for our approach:
each mention starts in its own single-element cluster, and
then, at each step two clusters are merged.

Firstly, we sort all mention pairs in descending order
according to their pairwise scores. This causes clustering
to occur in an casy-first fashion, where harder decisions
are delayed until more information is available.

Then we iterate through the sorted list of pairs in order.
For each pair, we make a binary desicion on whether or not
the clusters containing these pairs should be merged. The
function CanMerge returns true if there are no contradic-
tions between any two mentions from both clusters, and
false otherwise. Algorithm 1 shows the procedure.

Algorithm 1 Agglomerative Clustering

Input: Pairwise score set P
Output: Clustering C

S  Sortgesc(Pgi ) | score(i, j) # None);
for (i,j) €S
if Cli] #C[j]
if CanMerge(Cli],C[j]) :
Merge(C[i],C[j])

= w N = O

V. EXPERIMENTS

We run our experiments on the materials of
factRuEval-2016 competition, organized by Dialogue
Evaluation command [6]. The materials consist of 254
annotated newswite texts, 122 of them were given
as a development set, and others, 132, were used for
evaluation (Table IV). In order to compare our results
with competitors, we improve our model only on the
development set.

The competition had three tracks (Named Entity Ex-
traction, Coreference Resolution, Fact Extraction). So, we
can compare separately our results on mention detection
and coreference resolution.

Also we can compare our results with built-in Tomita-
parser algorithm for names extraction and names cluster-
ization.

TABLE 1V. STATISTICS ON DATASETS
Development Sct Test Sct

#Doc 122 132

// Mentions 741 1388

//Entities 391 643

/| Avg.Mentions | 6.07 10.5

# Avg. Entities 3.22 4.87
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Algorithms performance has been measured using tra-
ditional evaluation metrics Precision, Recall and F}-
measure (or just F-measure). Precision is the fraction of
retrieved instances that are relevant, while Recall is the
fraction of relevant instances that are retrieved. F-measure

is the harmonic mean of Precision(P) and Recall(R): 2
PR
"P+R*

All results are sorted by F-measure.

A. Results on mention extraction

Mention Extraction was the first task of factRuEval
competition, in which 13 teams participated in (their
names are encrypted using the color names in the table).
We can compare our results with participants only on test
set.

Tomita-parser provide a built-in algorithm for extrac-
tion named mentions. It finds names from inner dictionary
in the text and combine those, that follow each other
and has gender and number agreement. We use results of
Tomita-parser as a baseline.

The results of comparison on test set are shown at Table
V and Fig.3.

Comparing our approach results to Tomita-parser ones,
we can say, that Tomita has a higher precision, but
lower recall. That happens because Tomita uses only inner
dictionaries and do not predicts, whether unknown words
are names or not, unlike in our approach. So, Tomita loses
recall becase of absence of predictions, and our approach
loses precision because of wrong predictions.

B. Results on clusterization

The second task of factRuEval competition was dedi-
cated to uniting mentions into the entities, they refer to,
and only 5 teams decided to take part in this task. The
results of comparison on test set are shown at Table VI
and Fig.4.

Our approach is not close to the top results, that are
taken mostly by commercial companies in natural language
processing sphere. Firstly, the reason of it in dependence of
coreference resolution results on mention extraction ones,
and errors at the first step continue at the second one.
Secondly, commercial companies have more complicated

TABLE V. MENTION EXTRACTION RESULTS ON TEST SET
Precision | Recall F-measure

violet, 0.9450 0.9155 0.9300
crimson 0.9620 0.8829 0.9208
black 0.9114 0.9236 | 0.9175
pink 0.9636 0.8677 0.9132
aquamarine 0.9080 0.9174 0.9127
grey 0.9556 0.8726 | 0.9122
our approach 0.8964 0.9131 0.9047
beige 0.9274 0.8785 | 0.9023
brown 0.9608 0.8395 0.8961
purple 0.8972 0.8805 0.888%
green 0.9300 0.8403 | 0.8829
orange 0.9486 0.7861 0.8597
tomita-parser 0.9428 0.7862 0.8574
name-extraction algorithm

white 0.9537 0.7399 0.8333
ruby 0.9169 0.7270 | 0.8110
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Fig. 4. Clusterization Results

engines, e.g. they are able to analyze text on syntax level
or have bigger dictionaries.
VL

In this article we described our experience in bulding a
coreference resolution system for Russian language.

CONCLUSION

Coreference resolution consists of two steps: mention
extraction and clusterization. Mention extraction was pro-
ceeded using grammars, written for Tomita-parser. For
clusterization algorithm we chose agglomerative clustering
on entity-level and weighted pairwise features.

Experiments shows, that we have got comparable re-
sults, which outperfotm the baseline, the built-in Tomita-
parser’s algorithms. We plan to improve our work with
other entity-types (location, organization), other mention
types (nominal and pronominal) and other text types (e.g.
fiction).

TABLE VI. CLUSTERIZATION RESULTS ON TEST SET

Precision | Recall F-measure

pink 0.9006 0.8459 0.8724
violet 0.8823 0.8625 0.8723
crimson 0.8712 0.8308 0.8505
aquamarine 0.8162 0.8697 0.8421
our approach 0.8778 0.8070 0.8409
tomita-parser 0.8477 0.8176 | 0.8324
name-clusterization algorithm

green 0.7984 0.8419 | 0.8196
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The project code is open and available at:
https://github.com/lasveritas/coreference-resolution.
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