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Abstract—With the big improvement of digital communication
networks, Networked Music Performances (NMP) received a
great interest from music live performance and music recording
industry. The positive impact of NMP in pedagogical appli-
cations, instead, has been only preliminary explored. Within
the InterMUSIC project, we aim to investigate NMP from a
pedagogical perspective, that has considerable differences with
respect to music performances, and to develop tools to improve
distance learning experiences. In this paper, we introduce a
conceptual framework designed to be the foundation for all
the experiments conducted in the project. We also present two
preliminary experiments that investigate the sense of presence of
geographically-distant musicians in a distance learning scenario.
We discuss the comments provided by the musicians as a set of
requirements and guidelines for future experiments.

I. INTRODUCTION

The rapid evolution of technology and the consequent
increasing speed of digital communication networks allows
to improve the communication experiences with the dramatic
reduction of the virtual distances. Among the others, the
process, facilitates the emergence of new scenarios of inter-
action among geographically-displaced people. Since the late
’90s, a community composed of musicians, technicians and
scientists has been investigating how technology can enable
music performances leading to the definition of Networked
Music Performance (NMP), which occurs when a group of
musicians, located at different physical locations, interacts
over a network to perform as they would if located in the
same room [1].

NMP has immediate applications in the performative sce-
nario enabling musicians to rehearse from remote distances and
to perform in geographically-distributed concerts [16]. As part
of the broader category of audio-video streaming and confer-
encing systems, NMP has been having interesting applications
in educational area for blended and distance learning [2].

The EU funded project InterMUSIC(Interactive Environ-
ment for Music Learning and Practicing, 2017 - 2020) aims
to develop and improve tools for distance learning of music
and to collect such tools in integrated remote environments
for music interaction and education. Within the project, we
have chosen three online pilot courses: music theory and
composition, chamber music practice, and vocal training. Tools
for courses are developed following two main paradigms.

In the first paradigm, students from any part of the world
access the course and find the teaching material provided by

the teacher, with the possibility to interact with their colleagues
and professors. This paradigm, namely Massive Open Online
Courses, is designed for one-to-many asynchronous commu-
nication and it is widely used also by elite universities [4].

In the second paradigm, students use NMP softwares for
attending master-student lessons or rehearse together. This
paradigm has stricter requirements in terms of synchronicity
and therefore only allows one-to-one (or few-to-few) syn-
chronous communication. In this paper, we focus on the NMP-
based paradigm and we discuss the requirements related to the
specific pedagogical scenario.

The literature about NMPs has investigated numerous fac-
tors which may affect several aspects of the performances.
Affecting factors include the unavoidable network latencies
[22], timbral properties of the employed instruments [5] and
rhythmic properties of the performed pieces [19]; while af-
fected aspects range from objective quality of the performance
[20], to perceptual metrics of musicians’ comfortability [30].
This investigation has led a highly popular tool for NMP, which
allows low-latency interaction by using high-end hardware
connected through an ad-hoc inter-university network [27].

In order to widen the audience of NMP, specific tools
need to be available also for general purpose connections and
hardware, hence addressing higher processing and transmission
latency. Nevertheless, with the idea of using NMPs in the
educational context, the goal is not the NMPs’ objective or
subjective quality, but rather those aspects and factors that
can guide students to improve their technique or enable a
comfortable remote rehearsal.

The aspects we need to address for the success of ped-
agogical NMPs are not known a priori, leading us to make
some assumptions. For example, we may assume that the
acoustic proprieties of the environment affect or alienate the
sense of presence of the performers, or we may require that
the networked environment should not worsen students’ level
of stress. In order to validate our assumptions, we need to
conduct perceptual experiments with musicians to test different
conditions. As an example, we test how musicians perform in
environments with different acoustic proprieties, and we mea-
sure musicians’ stress level using sensors for biometric signal
recording [34]. With the purpose to set up the confrontation
with music teachers and students, during the experiments, we
also collect comments. Useful comments are transformed into
technical requirements for the project.
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With this goal in mind, in this paper we identify the main
entities involved in the performances and the interaction among
them and we formalize them in a framework. The role of the
framework is to provide an abstraction for the experiments
that we need to conduct. The framework is designed to be
generic for any kind of networked or physical performance,
and we plan to extend it in order to provide a comprehensive
semantic description of rehearsal and teaching activities for
pedagogical scenarios. We present the architecture and details
of the framework in Section III.

Using this framework, we are able to design the perceptual
experiments for conducting investigations on NMPs in the
pedagogical scenarios. In Section IV we describe two pilot
experiments we conducted to investigate the role of visual cues
in musical interaction, and the influence of latency in the sense
of presence of musicians, respectively. The preliminary results
of the experiments and the next steps of our investigation are
presented in Section V.

II. BACKGROUND AND RELATED WORK

In the literature, a wide investigation on NMPs has been
devoted to understand the influence of different latency con-
ditions on the performance. We discuss the main results in
Section II-A. In Section II-B we briefly introduce the inves-
tigation regarding the network topologies and architectures,
while in Section II-C we provide an overview of the studies
on rooms’ acoustic factors. Lastly, in Section II-D we list the
main softwares employed for NMPs and their main features.

A. Temporal factors

Temporal factors refer to every aspect of the infrastructure
that cause the presence of end-to-end delay between the
musicians present in different locations. We can broadly divide
the causes of end-to-end delay into two main factors, i.e., the
signal processing delay and the network delay [18].

The former comprises the delays caused by the whole
signal chain, consisting of acquisition hardware (e.g. sound-
cards), the encoding/decoding and fragmentation processes.
The latter comprises all the possible delays caused by the
network transmission between transmitter and receiver due for
example to network congestion.

The level of latency is a factor that dramatically affects
the NMP experience and as such was extensively analyzed in
the literature. In [19] the authors present a series of content-
based experiments that show how high latency values in the
range of 20 − 60 ms cause a decrease in the quality of the
performance expressed by a tendency of the musicians to
tempo deceleration.

In [22], [21], [20] the authors take into account the concept
of Temporal Separation, which represents the time needed for
the action of one person to reach another one in a setting
where both are acting together. A set of experiments are
devised, which evaluate the ability of several couples subjects
in performing a clapping rhythm together while being in two
separated rooms and while varying the transmission latency
in the range of 3-78 ms. The results of such experiments
prove that the best performance results are obtained when
the transmission latency between the subjects is comparable

to a Temporal Separation value corresponding to a setting
where the two subjects are in the same room. The authors
also observed that unnaturally low latency values cause an
acceleration in the musicians’ tempo.

B. Network factors

The choices about all the aspects of the network architec-
ture depend on the aspects needed in the NMP framework.
Network architecture used for NMP comprises both decentral-
ized peer-to-peer(P2P) and client-server [17].

In P2P architectures each participant has to send its au-
dio/video data to all the other musicians. This poses great issue
for what concerns the scalability of the NMP system, causing
a trade-off between the number of people connected and the
quality of the audio-video content, which must be degraded in
order to gain enough bandwidth to connect all the musicians.

Client-server architectures address the scalability issue,
since they are based on a server that receives the individual
streams sent by each musicians, mixes it and then sends it back.
However, the bandwidth requirements remain rather high, and
the server causes an additional delay, since it adds a two-way
communication with each participant.

C. Acoustic and Spatial factors

The analysis of the impact of acoustic and spatial factors in
NMP and distance learning has not been as deep and thorough
as the ones performed on the analysis of the tempo effects.

In [25] the authors performs a set of experiments in semi-
anechoic chambers and add different levels of artificial reverb
in order to simulate a natural environment. The experiments
show that the performances of the musicians give no noticeable
differences that could be directly explained by the change in
reverberation.

In [26], the author present an experiment with two musi-
cians performing handclapping (similarly to [22]) considering
three acoustic conditions: real reverberant, virtual anechoic and
virtual reverberant. The results show that anechoic conditions
cause more synchronicity issues than the reverberant ones.

In [24] the authors present a study that concerns the appli-
cation of Ambisonics techniques to NMP problems. Athough
they do not develop a fully functional framework for NMP,
they prove the feasibility of implementing 3D spatial audio
for NMP tasks.

D. Available softwares

In this Section we list the main tools that have been
developed for NMP; for an extensive list we refer the reader
to [17].

JackTrip [29] was developed by the SoundWIRE research
group at CCRMA in order to support bi-directional music
performances. It is based on uncompressed audio transmission
through high-speed links such as Internet2. In the current
version, it does not support video transmission.

The LOLA[27] project was developed by the Conserva-
tory of Music G. Tartini in Trieste in collaboration with
the Italian national computer network for universities and

______________________________________________________PROCEEDING OF THE 23RD CONFERENCE OF FRUCT ASSOCIATION

---------------------------------------------------------------------------- 120 ----------------------------------------------------------------------------



research (GARR). LOLA is based on low-latency audio/video
acquisition hardware and on the optimization of all the steps
needed to transmit audio/video contents through a dedicated
network connection. Because of its low-latency properties, we
used it in the preliminary InterMUSIC experiments presented
in [30]. As a drawback, the project is not open source and it
is not optimized for generic network connections.

On the other side, UltraGrid [28] is an open-source soft-
ware that allows audio/video low latency transmission. While
its performance are still far from those achieved by LOLA,
it is more flexible for generic hardware and networks and it
allows contributors to implement new functionalities. For this
reason, we are considering the use of UltraGrid in the next
stages of the InterMUSIC project.

III. FRAMEWORK

In this Section, we introduce a framework for the design of
perceptual experiments on musical performances. The frame-
work is composed of five main entities, which interact with
each other in numerous ways, depending on the kind of exper-
iment we want to conduct and performance we aim to observe.
The framework can be considered as a first formalization of
the problem of investigating NMP, and we aim to develop it
further during the project.

We show in Figure 1 a schematic representation of the
framework and the basic relations among entities. A perfor-
mance occurs when two or more subjects musically interact
together through a medium. Subjects can be musicians during
a rehearsal, as well as teachers and students. In order to
consider a large number of probable scenarios, a performance
can occur with all the subjects in the same room (local perfor-
mance), with all the subjects geographically distant (networked
performance) or with part of the subjects in the same place
and part of the subjects geographically distant (mixed perfor-
mance). Subjects interact by means of a medium. In the case of
local performances, the medium is a physical medium, such as
simple air propagation. In the case of networked performances,
the medium is a networked medium, such as an Internet
connection and the NMP software/hardware equipment used
in order to connect the two subjects. In the case of mixed
performance both physical medium and networked medium
are involved.

In all the scenarios subjects perform in an environment
with specific timbral (acoustics of the room) and spatial
properties (location of the subjects in the room). In the case
of networked and mixed performance, environments with dif-
ferent characteristics are potentially involved. Given a subject,
we define the environment where he/she is playing as the real
environment and the environment he/she perceives relative to
the geographically-distant subjects as the virtual environment.
For example, in Fig. 3, we show a set of frames from one of the
experiments we conducted. Fig. 3a shows a harp player in her
real environment; her partner’s perception of this environment,
i.e., the virtual environment, is shown in Fig. 3b.

In order to analyze the performance, it is crucial to run
a data recording stage, using different devices to capture
the multimodal signals. The factors and aspects that will
be possible to analyze from the performance depend on the
properties of the devices, e.g., whether they are video or audio

Fig. 1. A graphical representation of the proposed framework with main
entities and interaction

devices, or where they are placed. In the following sections
we describe in detail the aforementioned entities.

A. Performance

In our experiments we consider two types of performances:
performed piece or taught lesson. The performance is the
entity at the highest hierarchical level and is composed of the
subjects, the environments and the mediums. Main properties
of the performance are date and time, location(s), type of
performance, metadata (e.g., composer of the piece, tempo,
meter, key signature, score, duration, etc.) and composition in
form of symbolic representation (MIDI or musicXML) [3].

Some properties of the performance depend on the nature
of its sub-entities. For example, if the subjects are two musi-
cians, the performance can be a rehearsal or a concert, while
if one of the subject is a teacher, the performance is defined as
a lesson. As discussed above, the property of a performance
also depends on the type of medium: we have a networked or
mixed performance if we have at least one networked medium.

B. Subjects

Subjects involved in the performance may belong to a
variety of possible roles, such the one of musician, student,
teacher or conductor. They are identified by name, age, ex-
perience and musical background, however it is important to
take into account that these data evolve over time and so must
be referred to the day of the performance. Other properties
inherently related to a subject are the assigned score and
the used instrument. Scores can be also described by means
of their musicological properties (e.g., dynamics or rhythmic
complexity), while instruments can be described by means of
a content-based timbral analysis (e.g. attack time) [19]. It is
possible to analyze such properties as aspects that may affect
the final quality or success of the performance.

C. Environment

We refer to the spatial and acoustic properties of both the
physical place where a subject performs and the perception
of it by the other subjects as physical and virtual environ-
ment, respectively. The properties of the virtual environment
depend on the location and specifics of the audio/video capture
and rendering devices, such as the microphone and speakers
connected to the NMP equipment. For example, using an
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TABLE I. DETAILS OF THE EXPERIMENT IN CO-PRESENCE

Entity Properties

Performance Co-presence performance.

Parts arranged from Bartok pieces as described in [cit].

Subjects Two brothers, violin and cello players.

Violin player: male, 25 years, 17 years musical experience;

Cello player: male, 19 years, 10 years musical experience

Environment Recording and mastering studio in the Conservatory of

Milan; acoustically equipped with bass traps.

Musicians sit side by side, with peripherical vision.

Medium Condition 1: Air propagation.

Condition 2: Visual occlusion applied by means of a a

screen with progressive layers of canvas applied to decrease

transparency and visibility.

Data

recording

Interview to the participants and free comments.

array of microphones we can capture the acoustic scene [31]
and render it using arrays of speakers through spatial audio
techniques [32].

Properties of the environment are also the possible pro-
cessing applied to the audio or video signals. For example,
by applying some kind of reverberation to the incoming audio
signal, a subject will have a different perception of the virtual
environment.

We also collect the information about the interaction of
the subjects with the environment, such as the position of the
musicians in the room, the details of the audio/video acqui-
sition (e.g., microphone on the instrument vs. fixed position
microphone) and the relative position of musician and devices.

D. Medium

The medium refers to the connection between the environ-
ments and, hence, the subjects. In the case of a networked
performance, the medium collects information regarding the
employed software for NMP and its settings, the network
architecture and specifics, like bandwidth and latency. In the
case of a local performance, like a traditional lesson, we collect
information such as the distance between the subjects, which
measures the acoustic latency between them, and describe pos-
sible visual / acoustic occlusions that may be placed between
the musicians.

E. Data recording

In order to observe the experiment and draw meaningful
conclusions, we need to record the properties of the per-
formance that are interesting for our analysis. For the data
recording stage, we consider multimodal signals and their
processing byproduct as well as a questionnaire filled by
the subjects. In the former case, we can extract objective
metrics of the performance, while in the latter we consider
subjective results; both are important to assess the outcome of
the experiment.

With regard to the multimodal signals, the audio recording
of the performance, from the two environments, are clearly
useful to assess the quality of the performance or possible
modifications in the timbral or rhythmic properties. Beyond
that, video recordings are also useful to annotate saccadic
movements during the interaction between the subjects [33],
and we aim to capture biometric signals to objectively estimate
the subjective distress of the performers [34].

Fig. 2. The two musicians in experiment 1, with partial occlusion and
blurred effect

IV. PRELIMINARY EXPERIMENTS

In this Section, we describe two preliminary experiments
we conducted in Spring 2018 following the conceptual frame-
work presented in the previous section. The first experiment
was a rehearsal between two musicians in the same room,
where we inserted visual occlusions to test their ability to
interact in adverse conditions. The second experiment com-
prised a set of rehearsals between five couples of musicians
in two separate rooms, connected via a network emulator to
test the sense of presence and the quality of performance at
different latency conditions. The results of the two experiments
are discussed in the next section.

A. Co-presence performance with visual occlusion

We invited a string duo to make a pilot test of the envi-
ronment, of the perceptual questionnaire and of the musical
pieces that we intended to use for the second experiment.
We also included a test on adverse conditions of the medium
(visual occlusion) to qualitatively assess the importance of
video feedback in NMPs.

We show a summary of the test conditions in Table I. The
two subjects were a violin and a cello players. They were
brothers and had a long-time experience in playing together.
Due to these facts they were equipped with a wide set of
well-established visual and audio cues developed in order to
interact with each other. For the musical parts, we created
a composition that highly requires mutual interaction and
understanding, using simultaneous attacks, alternate scales,
changes of tempo, unison playing, sustained loop, etc. The
parts are described in detail in [30] and publicly available.

The performers were asked to play in two conditions:
with no visual occlusion, and with partial visual occlusion,
by inserting a tulle panel between the two instrumentalists,
thus providing a blurring effect on their figures (as shown in
Figure 2). The aim was to observe their behavior, adaptation
strategies, and emerging non-verbal communication (bodily
and musical gestures).

The data recording of the experiment was based on a
subjective questionnaire on their sense of presence and free
comments on the experience.
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(a) A harp player performing in
her real environment

(b) A harp player as visually
perceived in the virtual
environment

(c) A flute player performing in
her real environment

(d) A flute player as visually
perceived in the virtual
environment

Fig. 3. View of real environments and virtual environments in the networked experiment

B. Sense of presence in NMPs

Five couples of musicians, playing different combinations
of instruments, took part in the experiment. The couples had
familiarity in playing together since at least two weeks. The
details of the experiment are reported in Tab. II, for a more
in-depth description, we refer the reader to [30].

Each session of the experiment comprised a single couple,
the two musicians were placed in different rooms, standing in
front of a screen, in order to be connected both with respect
to video and audio. An example of the setup for the couple
consisting of harp and flute players is shown in Fig. 3. In
Fig. 3a and Fig. 3c it is possible to see the viewpoints of the
musicians consisting of the scores and the screens connected
to the other room.

The couples played the same parts considered in the
previous experiments. The medium involved two computers
equipped with LOLA connected through a network emulator,
by means of which we could change the transmission latency.
A single session consisted of the couple playing the same part
in six repetitions, where each time we simulated a different
latency level in a range between 28ms and 134ms, as detailed
in [30]. It is important to note that the latency levels weren’t
presented sequentially to the musicians (e.g. in a decreasing or
increasing order), but were instead selected with no particular
criterion for each repetition.

We asked the musicians to fill two different subjective
questionnaires. The first one was presented after each repetition
and consisted of five questions, selected in order to analyze
their perception of the performance with respect to the latency
just experienced. The second, reported in [30], was presented
to the musicians at the end of the whole session and consisted
of 27 questions, investigating the various aspects of the experi-
ence such as their sense of presence and the perceived general
quality of the performance.

V. RESULTS AND DISCUSSION

Though limited in the amount of involved people and per-
formances, the experiments described in the previous section
were helpful to start the discussion about the pedagogical
applications of NMPs with musicians, and to collect useful
comments and suggestions that will guide our investigation.

A. Objective, subjective and biological metrics

In the two experiments, we investigated the sense of
presence and quality of performance of the couple of subjects
in case of visual occlusion (co-presence experiment) and
different network latency conditions (networked performance).
The acquisition and evaluation was performed using subjective
and objective metrics [30].

With regard to the former, we used a post-experiment
27-item questionnaire divided in five main topics, such as
Predictability and Interaction, or Quality of the Music Per-
formance. After each phase of the networked experiments,
we asked a subset of five questions to evaluate the impact
of different latency conditions in the questionnaire.

With regard to the latter, we acquired the audio recordings
of the networked performance, manually tracked the beat,
extracted a BPM trend and computed a degree of acceler-
ation/deceleration K (tempo slope) from it. The assumption
behind the choice of K is that the more two musicians
decelerate during the performance (i.e. high negative K), the
lower the perceived quality of the performance. Other metrics
used in NMP literature include the pacing, the regularity or
the imprecision of the performance [17].

It is interesting to observe the comparison between the
subjectively-perceived quality of the performance and the
objective metrics computed from the corresponding audio
recording. In Fig. 4 we show the comparison with the answers
to two quality-related questions, i.e., the sense of playing in
the remote environment was compelling (Fig. 4a) and the delay
affected the sense of involvement (Fig. 4b).

TABLE II. DETAILS OF THE NMP EXPERIMENT

Entity Properties

Performance Five NMP performances.

Parts arranged from Bartok pieces.

Subjects Five couples of musicians with different combinations of

instruments. Average age: 21.9 years. Musical experience:

at least 5 years

Environment Two rooms: two mastering studios in the Conservatory of

Milan; acoustically equipped with bass traps. Musicians sit

in front of a screen and a webcam and monophonic audio

input/output.

Medium Software LOLA with video and audio transmission. Network

emulator with different latency condition and fixed jitter.

Data

recording

Audio recording of the performance from one room, au-

dio/video recording using LOLA; perceptual questionnaire.
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Not at all Neutral Completely

Answer

−0.06

−0.04

−0.02

0.00

0.02

0.04

0.06

K

pearsonr = ­0.3; p = 0.073

(a) Correlation between subjective answers to the question the sense of
playing in the remote environment was compelling in the x-axis and
objective metrics values

Not at all Neutral Completely

Answer

pearsonr = 0.24; p = 0.16

(b) Correlation between subjective answers to the question the
delay affected the sense of involvement in the x-axis and objective
metrics values

Fig. 4. Correlation between subjective answers in the x-axis and tempo slope K in the y-axis

Due to the few samples we obtained, it is not possible
to draw statistically-meaningful conclusions. The preliminary
observations, however, show an interesting trend that we
intend to investigate further. The musicians seem to be more
compelled with the remote environment when the levels of
K are lower, i.e., when the tendency to slow down is more
accentuated. Analogously, their sense of involvement in the
performance show little positive correlation with the tempo
trend.

Two musicians, indeed, can easily keep the tempo by
making one subject following the lead of the other, using
a master-slave approach to cope with latency [23]. In this
case musicians would not improve their musical skills to
interact with partners. From these results, we can infer that
the assumption that low K leads to a lower perceived quality
is not proven, and therefore K is not suitable to be used as an
objective metrics of the subjective satisfaction of subjects.

In the context of the project, we plan a future investigation
that will be devoted to find a content-based metrics that is
coherent with the pedagogical purposes of NMPs and suitable
for providing a useful feedback for the students.This study
will involve acquiring biometric signals to estimate the level
of distress during the performance and to investigate whether
the NMPs contribute to increase such level.

B. Auditory and visual feedback

After the experiments, we asked musicians about the strate-
gies they adopt for musical coordination and interpretation,
which they report to be based on breathing signaling and
communicative gestures to keep synchronization, especially
for attacks and the duration of sustained notes. In the co-
presence experiment, the no-sight condition deeply affected

the expressiveness of the performance. In full visual occlusion,
the performers relied mostly on acoustic cues to keep the
tempo, with the apparent effect of an acceleration during the
performance.

This aspect is also investigated in the remote performance
by asking in the perceptual questionnaire how much the visual
and auditory display quality interfered or distracted them
from performing. In Fig. 5 we display a histogram of the
answers in a 7-point likert scale. While the influence of the
visual feedback is limited (Fig 5a), the auditory feedback is
predominant for the performance.

During the time of free comments, the subjects explained
that the video feedback was less relevant due to the low degree
of synchronicity introduced by the latency, which led them to
look less for a visual interaction with their partner. In order to
translate these comments into requirements for a NMP tool, we
need to assess the importance of visual and auditory interaction
in performances and rehearsal. A level of auditory interaction
can be estimated using a measure of asymmetry between the
audio recordings of the two subjects, as computed in [20].
With regard to visual interaction, we intend to acquire a video
recording of the performance using cameras that capture when
the subjects are watching at their partners on the screen. By
annotating both intentional and saccadic movements, we aim
at estimating whether a higher level of interaction between
subjects corresponds to higher satisfaction in the performance
and, possibly, how to design the visual and auditory feedback
in our platform.

C. Peripheral visual feedback

In the previous subsection, we discussed the importance of
visual feedback in co-presence and networked performances.
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During the co-presence experiment (Section IV-A), we ob-
served how performers where comfortable with blurred visual
of their partners. They reported us that most of the information
for synchronization is contained in the perception of motion
from the partners, rather than in the full view.

In the networked experiment the subjects were placed in
front of a webcam and a monitor in order to improve eye
contact, as in [11]. Some participants of the networked perfor-
mances commented that one of the reason of the influence of
the visual feedback was the lower importance of direct visual
interaction. In their typical disposition during rehearsal and
performance they are placed in front of an audience rather than
in front of each other and, therefore, rely mostly on peripheral
vision for interacting.

As next steps, we intend to test the role of peripheral
vision by trying different arrangement of video equipment and
subjects during the NMPs. This involves to test different virtual
environments and find the most promising for pedagogical
purposes. The most suitable arrangements may involve use
multiple visual feedbacks, e.g., one frontal for eye contact
and one for catching peripheral motion. This would mean
dealing with multiple video streams, which demands a larger
bandwidth. Reducing the demand in terms of bandwidth is
nonetheless desirable in order to improve the spread of our
tools. We intend to investigate on strategies to decrease the
need of bandwidth.

Both LOLA and Ultragrid implement several coding algo-
rithm to reduce the bandwidth, while slightly increasing the
processing time for coding/decoding the video streams [27],
[28]. A higher saving would be to detect and transmits only
the silhouette of the musicians as a binary large object (BLOB)
[6]. In Fig. 6 we show a comparison between a normal take of a
musician (Fig. 6a) and a BLOB view (Fig. 6b). Being a binary
image, the BLOB view is extremely lighter, while keeping
most of the information on the motion. As future directions,
we intend to investigate whether the BLOB or other motion-
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(a) Influence of the visual feedback
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Audio

(b) Influence of the auditory feedback

Fig. 5. Histograms of the answers on the influence of visual and auditory
feedback after the NMP experiment

(a) Normal view (b) BLOB view

Fig. 6. Comparison between normal and BLOB view of a musician
during a NMP

related representations can effectively convey the information
needed by musicians for rehearsing together.

D. Mono vs Stereo vs 3D Audio

Monophonic audio acquisition and rendering is commonly
used in NMPs [30]. Some studies employ headphones to avoid
audio loops [19], while others use monophonic speakers and
echo-cancellation algorithms to avoid feedbacks [27].

The directionality of the sound is crucial in case of per-
formances with many musicians, where it helps locating the
sources and improving the ability to focus on the instruments
separately.

We intend to investigate the influence of sound direc-
tionality in NMPs by testing different audio conditions and
verifying which one the musicians prefer. A first condition
is to use panning with headphones and stereo speakers to
place the sound sources. A second condition is to use binaural
rendering for headphones and more accurate methods for the
stereophonic location of the sounds. Lastly, we want to use
an array of speakers in different arrangement to allow more
accurate rendering of sound fields.

It is also worth mentioning that it is not natural for
musicians to be wearing headphones during a performance, as
they affect their ability to hear their own sound. Moreover, to
properly locate the sound sources in the virtual environment,
the binaural rendering requires a proper head tracking algo-
rithm to constantly update the location of sources with respect
to the orientation of the listener [15].

There are further scenarios where a 3D acquisition of the
sound field is required. Most instruments have indeed a clear
pattern of radiance and listening to them from different angles
leads to sensible changes of the timbral properties [13]. In a
teacher-student scenario, a teacher may be interested to have a
richer information to assess the progress of their students. We
aim to employ state-of-the-art techniques for the plenacoustic
analysis and rendering, as in [7].

E. Matching acoustics of environments

In the networked experiment we did not take the influence
of room acoustics for the performance into consideration. In
other experiments, the performers play in acoustically insulated
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and semi-anechoic rooms to remove this influence [19]. Mu-
sicians have difficulty playing in semi-anechoic rooms, as the
perceived timbre of instruments change dramatically making
hard for them to recognize the quality of their performance
[35].

In real-case scenarios, it is likely that musicians are go-
ing to perform over network from two acoustically-different
environments. In this case, they would listen to their own
sound colored by their environment and receive their partner
audio signal from a different acoustic, creating a misalignment
between the two environments.

In future work, we want to take the effect of environment
acoustic into account by testing different combinations of real
rooms’ acoustics and synthetically-processed acoustics [36].
This will help us understanding if musicians require techniques
to address the issue of different acoustic environments for
having a realistic performance. These techniques may involve
to first blindly assess the acoustic conditions of the two
environments and then de-convolve the partner’s audio stream
[14].

F. Measure for latency compensation and virtual conductor

One of the main factor investigated in the NMP literature
was the influence of network latency in the quality [17], [27],
as we also did in the networked experiment. The new 5G
network is showing promising results for enabling low-latency
connections, that may enable NMPs applications even for
generic users [12]. Nevertheless, a certain amount of latency is
likely to be present for NMPs using general purpose hardware
and connections.

For this reason, researchers have been developing strategies
to cope with the latency. In [23] the authors identify a set
of strategies such as the laid-back approach, which involves
for a musician to play slightly behind the beat, and the
delayed feedback approach, which involves to equip one of
the musician with a delayed feedback of their own sound in
order to synchronize it with their partners sound. The presence
of a conductor has also been shown to increase the tolerance
to delay, thanks to the shared cue provided to the performers
[8].

In the project, we aim to develop algorithms that help
musicians compensating for the delay. We plan to use a beat
tracker to dynamically track the rhythm of the performance of
the musicians, as in [9], and provide it in advance to musi-
cians. This will allow musicians to follow a virtual conductor,
similarly to what proposed in [10].

VI. CONCLUSION

Using Networked Music Performances for pedagogical
scenarios requires a deep investigation on the topic in order to
find metrics, factors and aspects that may help musicians to
improve their musical skills.

In this paper, we introduced a framework for conducting
perceptual experiments to continue this investigation for the
purposes of the project InterMUSIC. We then presented two
experiments conducted using the framework and the prelimi-
nary results that we observed.

Starting from these results, we described the areas of
investigation that we intend to follow, with the final goal of
developing a platform for NMPs in pedagogical scenarios that
also work with general-purpose hardware.

Beyond this area, in future work we intend to further
develop the formalization of the framework into an ontology,
which will be integrated in the NMP tools, in order to collect
and analyze a number of semantically-annotated rehearsal or
lessons [5].
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