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Abstract—The paper presents the results of the structural 
design of the Internet of Things system, allowing to distinguish 
subsystems for cloud and fog computing to calculate parameters 
of information flows between them, and to support the structure 
optimization tasks. 

I. INTRODUCTION 
The Internet of Things (IoT) is finding more and more 

application in various areas of human activity. According to 
experts, by 2020 the number of “things” connected to the 
Internet is estimated at tens of billions [1], [2], [3], [4]. All this 
dramatically increases the number of application tasks that can 
be solved using the IoT technology and, accordingly, the 
volume of traffic transmitted in the IoT systems. 

As a rule, the structure of the IoT system includes several 
levels: at a lower level, the controllers receive data from 
sources (“things”), and at the higher levels, the data processing 
occurs (storage, application execution, management tasks, 
etc.) [2]. Taking into account the increase in the number of 
controllers in a system, the traffic over communication 
channels between the lower and higher levels in a system over 
the time will become an obstacle to the development of such a 
systems. It is advisable to transfer part of the data processing 
tasks to the lower level. This is possible by increasing the total 
computing power of IoT controllers when combining these in 
a single distributed computing environment. 

In 2014, the IoT World Forum (IWF) published a reference 
model of the Internet of Things [5], where it is recommended 
to use the computing power of controllers directly connected 
to data sources in data processing (application execution). For 
this purpose, it is necessary to create a computing environment 
consisting of controllers and communication links between 
them. Such an approach is called “fog computing”. 

A somewhat more radical solution is to establish a level of 
peripheral (edge, boundary) data processing also known as 
“edge computing”, when the incoming data from lower level 
sources is processed on site, and the results are forwarded to 
the higher level(s). In such an arrangement, a cloud computing 
is used by complex applications that require information from 
many spatially distributed IoT devices. 

This approach conforms to the selection of general-purpose 
devices in the ITU-T model (ITU-T) [6], [7]. 

This way, it makes it possible to reduce the data traffic 
transmitted between devices in the IoT system at lower level 
and applications in the cloud at higher level, and to reduce the 
amount of data stored at the higher level. This allows to 
significantly increase the computing performance (especially 
if the cloud infrastructure is at a distance from the IoT 
devices), and to provide application problem solving in real 
time.

II. PROBLEM STATEMENT

There are some restrictions on practical application of fog 
and edge computing that are associated with the limitations of 
the IoT controllers in terms of performance, memory size and 
other parameters. In this regard, a demand for computing at 
higher levels will remain and even increase with an increase in 
size of the IoT systems necessary for solving the problem, in 
required computing power, in data storage size and other 
parameters. Also the problem of migrating some applications 
and traffic between them to the lower levels will also remain 
and will be increasingly relevant. 

It is required to design the structure of the system in such a 
way so to coordinate the capacities of the controllers and 
communication channels with the requirements for the 
characteristics of the tasks to be performed. Thus, there exists 
a problem of designing the structure of the IoT system, that is 
maximally adapted to a special class of tasks and that of a 
quantitative assessment of the proposed designs. 

The structural design implies the selection of a set of the 
interacting processes (applications) of a solution of a task and 
its distribution between controllers and a cloud so that to lower 
down the data traffic in communication channels, and to 
transfer computational load to controllers. 

Solutions of similar problems can be found, for example, in 
our previous works [13], [14], where the design and analysis 
of computer networks is considered. In this research, we seek 
for the formal solution to the problem of structural design of 
the IoT system that makes it possible to configure and analyze 
complex distributed systems with fog, edge and cloud 
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computing components and that minimizes data traffic to the 
cloud during the operation of the IoT system.  

II. RELATED WORKS 
The graph partition problem is well known in mathematics 

[8]. Given a graph G={X, R}, where X denotes the set 
of n vertices and R the set of edges, a (k, v) balanced partition 
problem, is the task of partitioning G into k components of at 
most size v (n/k), while minimizing the capacity of the edges 
between separate components [9]. Also, given graph G and an 
integer k > 1, a bicriteria-approximation approach considers a 
task of partitioning X into k disjoint and equal sized parts 
(subsets), so that the number of edges between different parts 
is minimized. The problem further can be extended to the so 
called hypergraphs where edge can connect more than two 
vertices. When all vertices are in one partition, a hyperedge is 
not cut, and cut exactly once otherwise, no matter how many 
vertices are on each side. 

Graph partition problems represent a class of so called NP-
hard problems that require use of heuristics and approximation 
algorithms to derive applicable solutions. A good survey on 
recent trends in computational methods for solving balanced 
graph partitioning problems and applications can be find in 
[10]. At most, solutions presented in literature offer algorithms 
for graph partitioning using specific graph metrics and criteria 
(e.g., while minimizing total weight of edges between separate 
component subgraphs), and do not allow for easy quantitative 
evaluation of results for given variant of partition [11], [12]. 

In this paper, we describe an approach that would allow for 
quantitatively evaluating quality of the graph partition solution 
using different criteria based on weights of edges and/or 
vertices in a source graph. This approach would be applicable 
to evaluate solution quality while applying a graph partitioning 
algorithm as well as evaluating volumes of data flows between 
subsets of vertices in a source graph [8]. 

III. MATHEMATICAL MODEL. GENERAL RESULTS 
Suppose we have a problem defined on data represented in 

the form of a directed graph G={X, R}. Here X = {xi} (i = 1, 2, 
…, N) is the set of vertices, R = {rij} (i , j = 1, 2, …, N) is the set 
of edges. Both sets are not empty and contain a finite number of 
elements (0 <N  ). The graph is coherent [8]. 

Each vertex and each edge of the graph has its own weight. 
The vertex vi‘s weight is xi, where 0iv ; edge rij‘s weight 
is 

ij
, where 0ij , for i, j = 1, 2, ..., N. The set of 

weights of the graph vertices is given by a vector 
),...,,( 21 Nvvvv . The set of weights of the edges of a graph is 

given by the matrix 
ij0

,   (i, j = 1, 2, ..., N). The matrix 

has zero (nonzero) elements that coincide with zero (nonzero) 
elements of the adjacency matrix of the graph G. 

The set of vertices X of a graph G is divided into disjoint 
non-empty subsets x1, x2, …, xK so that  Xx

K

j
j

1

, where K (1 

 K  N) is the number of subsets in the partition of the set X. 

The partition is specified by the matrix L of partitioning the 
set X into subsets of vertices: )()( XXL mnl , (m = 1, 2, ..., 
N; n = 1, 2, ..., K). 

For all elements of the matrix L (X), the following conditions 
hold: 

 1)(Xmnl , if the vertex m is in the nth subset 
( nmx X ), and 0)(Xmnl , if the vertex m is not in the 
nth subset of X ( nmx X ); 

 Nl
N

m
mn )(1

1
X , for any n = 1, 2, ..., K,  i.e. each 

subset necessarily includes at least one vertex; 

 
0

1
1)(

K

n
mnl X , for any m = 1.2, …, N, i.e. each top can 

be a part only of one subset; 

 
0

1
1)(

K

n
mnl X , an equality is true for any partition, i.e. 

all vertices in G are distributed among subsets. 

The column j of the matrix L(X) specifies the composition 
of the subset xj, (j = 1, 2, …, K). 

The listed conditions allow to uniquely define the partition by 
specifying the matrix L(X). 

After splitting the set of vertices X, each obtained subset is 
considered a vertex in a new oriented graph G1(X1, R1), where 
the set of vertices X1 contains K elements (x11, x12,…, x1K)  
whose second indices are their numbers in graph G1 that match 
the numbers of the corresponding subsets of which vertices are 
formed. The set of edges R1 (R1 = {r1ij}) is the set of edges 
between the vertices x1i   x1j of graph G1, the weights of which 
are formed as sums of the weights of the edges between the 
vertices of graph G, which are part of the subsets xi and xj, and 
have corresponding direction, for i , j = 1, 2, ..., K. 

After partitioning, a new matrix of weights of the edges 1  
of the graph G1 is calculated according to the formula: 

LL 01
T  , (1) 

where 
N

m

N

k
kjmkmiij ll

1 1
1 )( , (i , j = 1, 2, …, K). 

The matrix 
ij11

, (i, j = 1, 2, …, K) has zero (nonzero) 

elements that coincide with zero (nonzero) elements of the 
adjacency matrix of graph G1. 

It follows from the formula (1) that for i  j, ij1 is the 
edge’s weight between the vertices  x1i  and  x1j in graph G1 and  

ii1  is the total weight of the edges between the vertices in 
graph G entering the subset xi, for i , j = 1, 2, …, K. 

The weight of vertex x1j in graph G1 is: 
N

k
kjkj lvv

1
1  , (j = 1, 2, ..., K). (2) 
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Fig. 1. Graph G = {X, R} 
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The weights of the vertices in graph G1 are given by the 
vector ),...,,( 112111 Kvvvv . 

Thus, the formulas (1) and (2)  allow for calculating the edge 
weights in graph G1 as well as the total edge capacity between 
the vertices in graph G included in the “combined” vertices in 
graph G1. 

Example 1. Let the graph G is G={X,R}, where number of 
vertices is N = 15. The sample graph G is presented in Fig. 1, 
where each vertex is marked with a column of its attributes, 
with the first value representing the vertex number, and the 
second value for a vertex’ weight. Also the matrix 

ij0
, 

(i, j = 1, 2, ..., 15) of weights of edges of a graph G, the matrix 
)()( XXL mnl , (m = 1, 2, ..., N; n = 1, 2, ..., K) of the graph 

G partitioning, the matrix 
ij11

, (i, j = 1, 2, …, K) of 

weights of the edges of the graph G1, and the weight vector v of 
the vertices in graph G1 are shown. 

The corresponding graph G1(X1, R1) is shown in Fig. 2, where 
edge weight is indicated at the beginning of each edge. For each 
vertex in graph G1, the vertices of graph G are shown which are 
included in it. Each vertex in graph G1 is marked with a column 
of three values (shown inside a vertex). The first value shows the 
number of the vertex. The second value is the sum of weights of 
the edges of graph G included in the vertex. The third one is the 
weight of the vertex as the sum of the weights of the vertices in 
graph G that constitute it. 

The resulting model allows for calculating quantitative 
characteristics of the graph partition with various criteria. 

Among the partitioning tasks with different criteria, the 
following ones may be of a special practical value: 

1) Task 1. Finding graph partition with the minimum total 
weight of edges connecting the vertices in graph G1. 

Given a graph G (X, R) and matrix 0 of the graph, find 

 
Fig. 2. Graph G1(X1, R1) 
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))((min
1 1

1,

K

i

K

j
ijK

r L
L

. 

2) Task 2. Finding graph partition with the maximum 
possible total weight of the vertices of graph G1. 

Given a graph G (X, R), a weight vector v of this graph, 
and the set ),...,,( 21 Kvvvv of valid weights of the vertices in 

graph G1, find ))((max
1

1,

K

i
iK

v L
L

, kk vv )(1 L , for k = 1,2, ..., K. 

As a rule, problems are solved under certain conditions on 
the parameters of graph G1. Such conditions may be as follows: 

 restrictions on the maximum weight of the edges of 
graph G1: mnmn 11 , (m, n = 1, 2, ..., K); 

 restrictions on the maximum weight of the vertices of 
graph G1: jj vv 11 , (j = 1, 2, ..., K); 

 restrictions on the number of vertices in graph G1: 
KK . 

It is often advisable to solve the problems of obtaining not 
necessary optimal, but rather an “acceptable” solutions when 
partitioning a graph, that ensure the fulfillment of specific 
constraints on the quality of solution. 

IV. PRACTICAL APPLICATION OF THE MODELING RESULTS 
Practical application of the presented modeling results to 

the structural design of the IoT system makes it possible to 
configure systems with fog and edge computing components 
and conduct its analysis under conditions of traffic 
minimization to the cloud during the operation of the system. 
The solutions to similar problems in analyzing computer 
networks can be found in literature [13], [14]. 

In our approach, the graph G = {X, R} is the graph of the 
problem being solved. The vertices of the graph correspond to 
the applications, which are executed for solving specific tasks. 
It is assumed, that applications can run independently. The 
application number is the same as the vertex number in graph. 
Applications can exchange data (information). This data 
transfers are represented with the edges of the graph. 

Directed graph defines the sequence of application 
execution tasks and directions of data transfer between 
applications. 

The vertex xi‘s weight vi, for i = 1, 2, …, N, is a generalized 
parameter of the application (process), which shows what 
controller resources are needed for its execution (memory, 
processor performance, etc.), and edge rij‘s weight 

ij
 

indicates the intensity of the data transmission (data traffic) 
between applications i and j ( 0ij ), (i, j = 1, 2, ..., N). 

For the fog and edge computing, communication between 
the controllers is usually organized via a separate local area 

network (LAN). With an increase of a number of interacting 
controllers, a special networking solutions are required, such 
as those provided by the new industrial IoT technologies. 

When splitting the original task graph into subsets of 
processes (applications), the problem arises of distributing 
these subsets (applications) among real controllers at the lower 
level and the cloud servers at the higher level. 

Example 2. Let’s consider the graph G = {X, R} from 
example 1. 

For this graph, a partition task 2 is solved with maximum 
total weight of vertices criteria. The number of vertices in the 
graph is 6, the maximum allowable weights of the vertices are 
as follows: )5,7,5,7,7,55(v . The partitioning matrix L of the 
graph G and the weight matrix 1  take the following forms: 

          

004024
203623
220310
420308
223014
3403353

000001
010000
000001
000001
000001
000001
010000
000100
001000
000100
010000
000010
000001
000010
100000

1L

 

 

For this graph G, the solution to the task 2 is the graph 
G2(X2, R2), as it is shown in Fig. 3. 

The result obtained makes it possible to compose and 
analyze the structure of the IoT system, designed specifically 
for solving the distributed application problem using fog, edge 
and cloud computing. It allows for determining the 
characteristics of data transfers in communication channels 
(networks) and the workload on the controllers and the cloud.  

Fig. 4 illustrates the variant of the network structure for the 
IoT system. It shows the controllers of the IoT system and the 
servers in the cloud, the total weight of the applications that 
run on the controllers and the cloud, the total intensities of 
data transfers (data traffic) over the network of controllers and 
the communication channel to the cloud. Options for building 
a network of controllers for organizing fog computing are 
given, as well. 
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Fig. 4. Optional system structure 

Fig. 3. Graph G2(X2, R2) 
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V. CONCLUSION 
The development of the Internet of Things and related 

technologies and the increase in the number of interacting 
devices on the Internet of Things will require an increasing 
data processing at the level of fog and edge computing. The 
need to harmonize the performance of distributed applications 
and to integrate the results obtained at various levels will only 
increase, that will require a quantitative assessment of the 
made decisions while shaping the structure of the IoT systems. 

We propose a formal approach to the structural design of an 
IoT system that allows for specifying the structure of a system 
with fog and edge computing components, and for solving 
design problems or structural optimization tasks under various 
conditions, as well as for determining the quantitative 
characteristics of the system under development. 

In the core of the approach, a formal framework is provided 
for quantitatively evaluating quality of the graph partition 
solution using different criteria based on weights of edges 
and/or vertices in a source graph. This framework is applicable 
to evaluate solution quality while applying a graph partitioning 
algorithm as well as evaluating volumes of data flows between 
subsets of vertices in a source graph. 

Further development of the proposed approach would 
include the development of the analytical techniques for multi-
level graph splitting with a hierarchical structure.  
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