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Abstract—Annually, the Large Hadron Collider (LHC) de-
mands a huge amount of computing resources to deal with
petabytes of produced data. In the next years, a scheduled LHC
upgrade will increase by at least 10 times the computational
workload on the Worldwide LHC Computing Grid (WLCG). As
a consequence, an upgrade in the computing infrastructure that
supports the physics experiments is also required. All IT staff
of WLCG computing centers is focused on the development of
hardware and machine learning software solutions as log-based
predictive maintenance systems. This work presents an original
general-purpose diagnostic system to identify critical activity
periods of services solving a binary anomaly detection problem
using an unsupervised support vector machine approach.

I. INTRODUCTION

Nowadays, it is not possible to split the High-Energy
Physics (HEP) development from the computational ap-
proaches to data analysis. Yearly, the Large Hadron Collider
(LHC) produces dozens of petabytes of data from particle
collisions, simulations, metadata, and data analysis. In this
way, a huge amount of computing resources are necessary to
store exabytes of data, to support a computing throughput of
around 105 jobs per day followed by an increasing demand
for efficient data sharing among computing centers through
high-speed networks.

For this reason, the Worldwide LHC Computing Grid
(WLCG) was created in order to support the HEP experiments.
The network infrastructure is essential support to the LHC
discoveries. Nonetheless, the resource requests are deemed to
blast in the near future after the Long Shutdown 2, a scheduled
LHC upgrade that aims to increase the experiment luminosity
by a factor of 10 over its designed value, resulting in an
increasing of produced data [1].

In HEP scattering theory, luminosity (L) is the ratio of
events (dN ) detected through the cross-section (σ) over time
(dt) [2]

L =
dN

dt
(1)

The increasing of L generates, at least, a proportional in-
creasing of the data produced by the HEP experiments, and
consequently, the workload of the data processing over the
Grid. This new scenario implies a hard technical challenge: to

keep the infrastructure working from Run-3 and Run-4 stages
of the High-Luminosity LHC project (HL-LHC) [1].

The HEP Software Foundation (HSF) released a road-map
document describing the actions needed to prepare the Grid to
support the HL-LHC upgrade [3]. As a result, the Operational
Intelligence group (OpInt) was created as a predictive main-
tenance task force to improve the WLCG quality of service
(QoS) via analytics and machine learning tools. Its final goal is
to build up an automatised log-based event-oriented predictive
maintenance system [4].

The scenario of this work is the WLCG tier-1 computing
center of the Italian Institute of Nuclear Physics (INFN-
CNAF). Here, we propose a solution to the anomaly detection
problem applied on INFN-CNAF logs [5], [6]. The objective
of this work is to identify critical time-windows of running
services though a general-purpose solution.

The rest of this paper is organized as follow. Section II
shows the context of this project and the previous activities at
INFN-CNAF. Section III describes the service that generated
the used logs. Section IV presents the prototype to detect
anomalies at the log data. Section V reports the methodology
used to generate the result in Section VI. Conclusions and
future works are described in Sec VII.

II. HL-LHC COMPUTING

The WLCG is a global collaboration involving more than
170 computing centers over 42 countries linked in a grid
infrastructure. Its mission is to provide a common middleware
for physics experiment, in which it is possible to share data,
and to run applications on computing facilities.

According to HSF, the success of the HL-LHC project
depends on the development of support software solutions.
They have to be scalable and efficient in order to keep the
computational stability in the long term [7].

The INFN-CNAF research group is focused on providing
general-purpose predictive maintenance solutions. In [8], an
unsupervised machine learning system based on the Elastic
Stack Suite was presented. This system is characterized by
parsing and cataloguing the log data.
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The online anomaly detection is approached in granular
fuzzy-set classifiers [9], [10], [11] applied to a 4-class detection
problem, and can be used as a pre-processing stage to log
parser or text processing solutions.

In this work, we propose a service-based system diagnosis
solution through a binary classifier of the system behaviour
using an One-class Support Vector Machine approach [7].
To solve the anomaly detection problem [12], [13], a widely
discussed topic in predictive maintenance issues, we used the
volatility of the logging activity as a metric.

III. STORM SERVICE

StoRM [14] is the storage management service adopted
and developed by the INFN-CNAF Tier-1 to support the
WLCG initiative. Its aim is to provide high performance to
distributed file systems [15], [16]. In particular, it is used by
HEP experiments, in which each experiment can customize it
according to its own needs.

StoRM is based on the Storage Resource Manager (SRM)
protocol that divides operations in synchronous and asyn-
chronous. The first one is typically associated with namespace
operations as, e.g. srmLs and tesrmMkdir. In its turn, the
second one is responsible to manage specific functionalities
related to the data as transferring, reading, and writing in the
distributed file system. Some examples of these operations are
srmPrepareToPut and srmPrepareToGet.

The service is structured in two main stateless components:
the Front-End (FE), and the Back-End (BE). They are de-
scribed in the Sub-section III-A and III-B, respectively. Fig. 1
illustrates the relation between FE and BE modules and storage
systems.

Fig. 1. Abstract of the StoRM components and the relationship between
FE and BE components. The client request is taken through the FE interface,
who decides, according to its type, to process or forward it to BE module. The
memory access is done through the BE component using the access drivers
to the distributed file system composed by different technologies [11].

A. StoRM front-end

The FE module provides to the user the access to the
SRM web service interface, managing the user credentials,
controlling process authentications, storing SRM data request,
and retrieving operation status. Whenever there is a new SRM
request, FE writes a new log line reporting the occurrence,
linking request tokens to BE operations.

An example of such log file is shown in Fig. 2. Each line
contains the timestamp, the thread that manages the request,
the type of the message (INFO, WARN, ERROR, or NONE),
the request-id, and the actual content of the message.

B. StoRM back-end

Since it manages all synchronous and asynchronous SRM
functionalities, allowing interaction with other Grid elements,
the BE module can be considered as the main StoRM com-
ponent. Typical BE log files messages are composed by the
requester of the operation (DN), the locations of involved files
(SURL, i.e. the storage URL on the WLCG Grid), and the
operation status.

Moreover, the structure of the BE log message relies on
the StoRM implementation version associated with a physics
experiment.

C. Maintenance System

Maintenance systems can be classified in: (1) reactive,
(2) preventive, (3) predictive, and (4) advanced mainte-
nance [17]. Reactive maintenance (1) also known as break-
down maintenance, refers to procedures done after failure
occurrences in order to restore the system stability, having a
palliative impact.

Preventive maintenance (2) refers to procedures performed
in order to decrease the likelihood of a system failure. It
can involve both periodic equipment overhauls and preventive
replacement of devices, and can increase unnecessarily the
costs.

Predictive maintenance (3) involves methods that make a
prediction of failure occurrences according to system outputs.
Related to service monitoring, in general, it is used logs from
related system as input. And, finally, the advanced mainte-
nance (4) deals with a combination of the previous approaches.

The maintenance problem is centered in diagnosis and
prediction applications. In the first case, the software solution
is focused in to identify the actual system status or identify
the failure occurrence type. In the second case, the approaches
predict the future system status or the occurrence of a failure.
The present work is a diagnosis solution, and because of that,
it is classified as reactive maintenance.

IV. PROTOTYPE OF SYSTEM MAINTENANCE

In this section, we present our solution to anomaly detec-
tion problem based on an One-Class Support Vector Machine
(OC-SVM) implementation. This method is a binary unsu-
pervised classification used to differ normal and anomalous
periods of a running service.

The solution is focused in the classification process. During
the pre-processing stage, it is extracted the volatility of the
logging activity from the raw log data. After that, the metric
sample is classified in normal or anomalous occurrence in the
related time period. The process is detailed as follow.

A. Classification Phase

The work is based on the processing of 3 time series.
At first, there is the raw log data stream (1) used to extract
the logging activity series (2). The third one is the volatility
series (3) derived from the second stream.
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Fig. 2. Example of the content of the StoRM front-end log file. The common feature of different log data is the timestamp that indicates the time of the log
message writing.

1) Logging Activity logt: In this work, anomaly detection
is the identification of the anomalies in log stream

logt =
nt

wt
(2)

in which nt is the number of line written in the log file
during the time-window wt with t = 1, 2, . . . , in which |wt|
is invariable.

2) Volatility v: The volatility v is a measure of the be-
haviour changes of a feature, in this work, the logging activity.
It comes from Econophysics domain, being used to detect
oscillations of stock markets [18]. Here, it is used to monitor
log-based systems. An increasing v indicates the decreasing of
the system stability. The vk is defined by

vk(logkX) =

√√√√ 1

m

m∑
j=1

(μ(logkX)− logkj )
2. (3)

in which logX = [log1 log2 . . . logj . . . logm] with |logX | =
m is a logging activity set from logkX , a time series of logging
activity sets with k = 1, 2, . . . . The vk is a time series of the
standard deviation of the logkX , bounded by [0, +∞].

In this work, logj is the j-th logging activity in the logX
set. We applied v to the logkX series with k = 1, 2, . . . . The
transformed time-series vk is used as input to the OC-SVM
approach.

3) One-Class Support Vector Machine: OC-SVM is an
unsupervised outlier detection method, classifying the new data
as similar or different to the data-set. OC-SVM implemen-
tations create a hyper-planes in a dimensional space used to
separate the anomalous data from the normal. In this way, even
though it is not a supervised algorithm, OC-SVM considers
the frequent data as normal, generating the decision functions
called support vectors.

Classifier methods differ in the strategies to create the fron-
tier among the classes. Basically, OC-SVM method separates
the data from the origin, maximizing the distance between
the origin and this hyper-plane. It gives a binary function that
returns +1 to the region similar to data-set, and −1, elsewhere.
The classifier was implemented using the svm.OneClassSVM
library of sklearn.

B. Prototype Algorithm

Here, we present the algorithm implemented to solve the
anomaly detection problem applied to log-based system main-
tenance. The algorithm is illustrated as a data flow diagram
in Fig. 3, in which, the log data is the input and the anomaly
analysis is the output.

Offline Time-series Log-based Anomaly Detection

1: // Indexes Initialization:
2: k = t = 1;
3: // Sliding time-windows:
4: wlog = 5 //→ logt,
5: wvol = 30 //→ vk(logkX),
6: // Classification Phase
7: WHILE not endOfFile DO
8: Read sample set Xt = {xi | i = [wlog wlog]};

9: Extract logging activity feature logt(Xt) (Eq.(2));
10: Increment t;
11: END
12: WHILE k < t DO
13: Calculate vk({logt|t ∈ wvol wvol}) (Eq.(3));
14: Update k;
15: END
16: Using OC-SVM, tag vk as normal or anomalous;
17: FOR k = 1 to |vk| by step = 1 DO
18: IF vk is anomalous THEN
19: Insert vk in Y ;
20: END
21: Return Y , the set of anomalous periods;

V. METHODOLOGY

This section describes the methodology used in the experi-
ments of the proposed solution. The volatility v transformation
applied on the logkX cannot distinguish between up and down
variations, highlighting just the behaviour changing points.

The vk series highlights critical states of the system ex-
pressed as anomalous data in a specific time interval since it
is produced from logt. It captures trend changing, and can be
used to identify precursors of events.

A. Data Pre-processing

A log data is a sequence of lines separated in two parts:
(1) timestamp, and (2) log message. Timestamp (1) is related
to the moment of log message (2) written in a log file. Each
log file have a set of possible log messages [11]. The daily data
production depends of the event occurrences during this period,
and can reach about millions of lines per day for a single log
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Fig. 3. Data flow diagram of the proposed diagnostic system, highlighting the main steps of the solution, from the raw log data input to the anomaly classification
as output.

file of a given service. For this reason, the log data used in
this approach is pre-processed using the following operations.

1) Data re-sampling: The time-window wlog used to ex-
tract the log is 5 minutes (see Table.I).

2) Data scaling: The vk series are normalized using the
highest value of each day (Eq.(3)). This step avoids a scale-
factor bias towards higher volatility values.

B. Data-set

There is no specific reason for choose StoRM Service, the
front-end log file, or the ATLAS experiment [9]. Any event-
drive log data can be used as input for this method as, e.g.,
the log example in Fig. 2.

The input data were collected from December 2nd to
December 8th, 2018. This time interval contains a critical
period of StoRM running highlighted by the notification ticket
seen in Fig. 5) at the INFN-CNAF support system. The Table I
shows the abstract of the log data details.

TABLE I. LOG DATA USED AS INPUT TO DIAGNOSTIC SYSTEM.

ID Interval of Days Month Year Classification
1 02-04 12 2018 Normal
2 05-08 12 2018 Anomalous

VI. RESULTS

This section describes the results achieved by the simula-
tions of the diagnostic system with the parameters of Table II
using the input data described in Table I, including sliding
time-windows(tw) of the classification phase.

TABLE II. PARAMETERS USED IN THE EXPERIMENTS OF THE

DIAGNOSTIC SYSTEM.

Module Parameter Description Value
Feature Extr. wlog tw* 5 min.
Data Transf. wvol Sliding tw 30 min.
Data Transf. stepwvol Step of wvol 30 min.

OCSVM kernel Parameter RBF
OCSVM nu Parameter 0.2
OCSVM gamma Parameter auto

*time-window

The input data 1 is considered normal, and the data 2
is identified as anomalous period (see the reporting ticket
in the Fig. 5). The classifications are centered in days, and
classification of different days are independent of each others.
In this way, it is possible to classify both data-set in micro-
periods of regularity and anomalies of a running service.

Fig. 4 shows vk in different days of the period of interest,
highlighting the percentile compositions of each one. As we
can see, there is a peak of data variability during the anomalous
period (see Table I). Fig. 6 shows logt vs. time, respectively,
the 2nd(normal), 6th, 7th, and 8th (anomalous) December. It
is possible to see the difference of the patterns of logging
activities in both cases (normal and anomalous). In the anoma-
lous period, there are more intense peaks of logging activity
interspersed with flat periods, explaining the big variability of
the volatility in the Fig. 4, and the bigger range of the value
of logging activity in the Fig. 6. On 8th December, the end of
anomalous period, we can see the pattern changing in order to
approach to the 2nd December model.

Conversely, in the normal periods, it is not possible to see
the flat periods. In this sense, logging activities pulse in peaks
of anomalies that have a higher probability of to contain useful
information to the diagnostic systems.

Fig. 4. The variability the volatility of the logging activity (lines per wlog)
of StoRM Front-End logs over time.

The OC-SVM classifier was implemented using the
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Fig. 5. The ticket generated by users to report the beginning of the anomalous period of the StoRM service.

Fig. 6. Logging activity (lines per wlog) of StoRM Front-End in a normal
and anomalous days.

sklearn.svm.OneClassSVM library (see Table II for de-
tails), using 2nd and 7th December data. Fig. 7 shows the
v over time for: (1) normal and (2) anomalous scenarios,
respectively, top and bottom graphics. The same peaks-flats
patterns in (2) can be observed in this figure. This plot
highlights the anomalous (square) and normal (circle) periods.
It is easy to see a smooth effect of v, separating the data trends
of the stochastic fluctuations, when we compare the results in
Fig. 4 and 7, facilitating the identification of periods of interest
to the diagnostic system (2).

The analysis of the Fig. 4 and 7 are complementary: the
y-axis range of the first one can give the identification of the
anomalous days that have to be processed in order to extract
the anomalous micro-periods. These periods are inputs to a text
processing method to extract useful information to a decision
making procedure, and that is out of the scope of this paper.

Also in Fig. 7, there are almost-zero vk intervals. This
pattern is classified as anomaly and is related to the frozen
service problem, e.g. a period of non-response of a service.

VII. CONCLUSION

The proposed anomaly detection approach, based on OC-
SVM, is able to identify the anomalous period in a normal
or anomalous data-set. It is a general-purpose 2-class log-
based classifier, having as output time-intervals classified as
anomalous in the context of the given data. In the system
maintenance context, anomalous periods are related to non-
desirable event occurrences in running systems. Data analysis
using text processing are future works. A text processing
approach possibility is term frequency–inverse document fre-
quency (TFIDF), a naive approach used to extract words (or
combination of words) according with their importance in the
data-set.
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