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Abstract—This article considers an unsupervised approach
called word sense induction for resolving word sense disam-
biguation in the natural languages. The resolution of word sense
disambiguation is one of the most important tasks in the natural
text processing area, as it is the key problem of many other
tasks in this field. Clustering of vector word representations
was used to resolve sense ambiguity. Word translation into the
vector representation was done with the RuBERT language model
which was initialized with BERT and pre-trained on the Russian
part of Wikipedia and news data language model. The Affinity
Propagation algorithm was applied for clustering in this work.
The main feature of this algorithm is not to require the number
of clusters as an input parameter. Using this algorithm along
with the BERT model led us to the resulting score 0.81 ARI 1

that is comparable to other methods and can be used to resolve
the word sense disambiguation. The results of this work could be
used in such areas as information search, information extracting,
and different tasks connected with semantic networks.

I. INTRODUCTION

With the increasing amount of generated information, the

task of natural language text processing becomes more and

more relevant. One of the distinguishing features of such texts

is the presence of ambiguities in them when words or some

language constructions can be interpreted in different ways.

Word Sense Disambiguation(WSD) - is an area in natural

language processing that deals with such problem. Its main

task is to choose the sense and meaning of a polysemantic

word in a certain context. There are generally three approaches

in Word Sense Disambiguation:

1) Based on knowledge base;

2) Based on supervised learning;

3) Based on unsupervised learning.

The approach based on unsupervised learning is also called

Word Sense Induction(WSI). Its difference is that the context

with words, not just the specific meaning of the word, is

determined. Such contexts are divided into clusters where

each word is used in the same sense. Consider the following

examples with the word "rock":

1) My favourite rock band is AC/DC;

2) There are a lot of picturesque rocks in the Altai region;

3) The oldest rock on Earth is more than 4 billion years

old.

1Adjusted Random Index(ARI) shows a similarity between two data clusters
(see Formula 1 on page 3)

The result of WSI work will be the clusterization of the

second and the third sentences in a one group, and the first

sentence - in another group. The WSI approach is usually

used in cases where it is not possible to create a complete

knowledge base for the analyzed domain or with lack of

annotated texts for using approaches based on supervised

learning. Both of these problems are present in the Russian

language, therefore, the WSI research is of particular interest

in this case.

In this research, we consider applying the

BERT(Bidirectional Encoder Representations from

Transformers) [1] language representation model to extracting

“word embeddings” from Russian texts and their clustering

using the Affinity Propagation algorithm. Word embedding is

a method of representing words in text using vectors. Each

word from a text is presented like a vector of real numbers.

Words with the same meaning have similar vectors.

BERT is a pre-trained language model on a large text corpus

(like Wikipedia) using the following approach: 15% of input

words are masked with a special token ([MASK]) and then the

model is training to predict only masked words.This approach

let to extract context-aware word representations.

The rest of the article has the following structure:

• Section II - Related works - describes relevant researches

in the field of Word Sense Induction;

• Section III - Dataset structure - contains a description of

the datasets from the RUSSE’18 shared task;

• Section IV - Our approach - provides the detailed algo-

rithm of the employed approach;

• Section V - Results - consists of research results with

graphs and comparative tables;

• Section VI - Conclusion - describes conclusions about

the further use of BERT in WSI tasks.

II. RELATED WORKS

Word sense disambiguation(WSD) problem is one of the

most challenging and oldest problems in Natural Language

Processing. Initially, this problem was considered [2] as a task

of Machine Translation. Researchers used knowledge bases,

statistical information about words and contexts to solve this

task. Soon it was understood that solving the WSD problem

using a computer requires modeling of all world knowledge,

and therefore it is impossible. Unfortunately, it is still true

and there is no algorithm that is able to resolve ambiguity
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with 100% accuracy. However, significant progress has been

achieved since 1960, and modern approaches show 70-80%

accuracy.

In the 70s, researchers faced a lack of large amounts of

machine-readable knowledge when trying to solve WSD using

AI methods. By the 1980s, the first large-scale lexical re-

sources appeared (e.g. Oxford Advanced Learner’s Dictionary

of Current English), which made it possible to automate meth-

ods of extracting knowledge, but these methods still depended

on the amount of knowledge available. Online dictionary

WordNet [3] and statistical methodologies brought a revolution

in WSD task in the 90s. The problem of resolving lexical

ambiguity became a problem to which all possible supervised

machine learning techniques are applicable.

A. Approaches for the English language

The current state-of-the-art result for word sense disam-

biguation task has been reached by Michele Bevilacqua and

Roberto Navigli [4]. They developed a new neural WSD

architecture that uses WordNet graph and pretrained synset

embeddings. Such approach allows them to extract embed-

dings and relational information, thus decreasing knowledge

acquisition bottleneck. Their solution reached 80% F1 and this

is the best result for now. The main problem that has been

solved during their research is predicting meanings which were

not found in the training set. Another way to do it is to use

WSI that doesn’t require any annotated datasets and lexical

databases.

WSI task was actively researched during several Semeval

contests for the English language. For a long time the best

results were based on sophisticated graphical models [4] [5]

[6] but recent work from Amrami and Goldberg [7] showed

better scores(FNMI 52.1, FBC 84.7, AVG 66.4). They decided

to change the method of calculating the number of clusters:

instead of a fixed amount of clusters they tried using a dynamic

number of clusters. Also, they found the way of analyzing the

resulting sense cluster - to consider prominent word substi-

tutes. This solution led to better scores in comparison with

sophisticated graphical models. As a result they developed

Language-model Substitution with Dynamic Patterns and this

model does clustering of lexical substitutes derived from

BERT deep masked LM [1]. Amrami and Goldberg noted

that using BERT allows them to reach a very significant

improvement in WSI scores.

B. Approaches for the Russian language

A similar WSI contest called RUSSE’18 was arranged for

the Russian language [8]. Overall 18 teams participated in it

and the best approach used a pre-trained Continuous Bag of

Words Model(CBOW). The list of the nearest neighbours was

used for clustering. As a result, they scored 0.52 ARI [9] points

(average across 3 datasets).

Also, there was another interesting work [10] during

RUSSE’18 that is close to this research. This work is based

on clustering weighted average of word embeddings for

each context. RusVectōrēs [11] models were used for getting

word embeddings and Affinity Propagation was used as a

clustering algorithm. This approach showed 0.71 ARI score

and was ranked at the second position for wiki-wiki dataset.

RusVectōrēs contains several models but the best result was

achieved using the ruscorpora_upos_skipgram_300_5_2018

model that was trained on the Russian National Corpus (RNC)

[12] using the Continuous Skip-gram algorithm [13].

There is one more research on the task of grouping occur-

rences of an ambiguous word according to their meaning by

N. Arefyev, B. Sheludko and A. Panchenko [14]: the main

idea of this solution is to use the left and right contexts and

words with similar meanings together. This approach leads to

a better result than in the approach proposed by Amrami and

Goldberg that used neural bidirectional language model and

symmetric patterns for word sense induction task [15].

III. DATASET STRUCTURE

The key part of the resolving word sense disambiguation

problem is datasets preparation. For this research it was

decided to use three datasets from the RUSSE’18 shared task

with both test and training parts:

1) wiki-wiki. The dataset is based in Russian wikipedia.

To prepare this dataset, sense sets were taken from the

article titles and the articles themselves were considered

contexts;

2) bts-rnc: The dataset is based on the sense inventory of

the Large Explanatory Dictionary of Russian (Bolshoj

Tolkovyj Slovar’, BTS) and Russian National Corpus

was used for contexts;

3) active-dict: The dataset is based on the Active Dictionary

of Russian (Aktivnyj slovar’ russkogo jazyka). Word

senses were taken as the sense inventory from this

dictionary, explanations and examples with that words

were used as contexts.

TABLE I. THE DATASET STATISTICS

Dataset Inventory Corpus Split # of words # of senses Avg. # of senses # of contexts
wiki-wiki Wikipedia Wikipedia train 4 8 2.0 439
wiki-wiki Wikipedia Wikipedia test 5 12 2.4 539

bts-rnc BTS RNC train 30 96 3.2 3 491
bts-rnc BTS RNC test 51 153 3.0 6 556

active-dict Active Dict. Active Dict. train 85 312 3.7 2 073
active-dict Active Dict. Active Dict. test 168 555 3.3 3 729
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These datasets have different granularity of their sense

inventories and the text corpora from which the contexts were

taken. Together they complement each other.

Each dataset consists of two parts: train and test datasets.

For train set there were from 4 to 85 words with ambiguous

sense (amount of words: wiki-wiki - 4, bts-rnc - 30, active-

dict - 85) and hundreds and even thousands contexts for each

ambiguous word (amount of contexts: wiki-wiki - 439, bts-

rnc - 3491, active-dict - 2073). More detailed statistics about

datasets are shown in Table I. The train dataset has the number

of senses for each word. As opposed to the training dataset the

test set does not have annotation with sense. Thus, the idea is

to find all the senses for the words from test datasets using all

the contexts provided.

The authors of [8] decided to evaluate the system perfor-

mance for each dataset separately. This solution is reasonable

because of the specificity of the wiki-wiki dataset from the two

others: it has a more stable sense structure than bts-rnc and

active-dict datasets - the average amount of word meanings

in active-dict is significantly higher than in wiki-wiki (2.0 vs

3.7).

Also, it is important to notice that the type of senses in

these datasets is different: the wiki-wiki set mostly consists

of homonyms - words that have different meanings but are

pronounced the same or spelled the same - and usually

such words have different usage areas. As for bts-rnc and

active-dict, they have lots of examples with related words

with different senses due to metonymy and other semantic

shifts. So there are two different problems: to find the correct

meaning for homonyms and to reveal the exact meaning for

polysemous words. This circumstance, perhaps, explains a

such big difference between the results with wiki-wiki dataset

and bts-rnc and active-dict datasets.

IV. OUR APPROACH

Even simple WSI approaches are able to reach good results

and it was shown in Kutuzov’s research [10]. Indeed, his

approach contains only two steps:

1) Convert contexts to fixed-length vectors that manifest

their semantics. RusVectōrēs models were used for this

purpose;

2) Apply Affinity Propagation [16] algorithm to cluster

word vectors into groups that represent word senses.

Such solution makes good predictions (ranked 2nd, 0.71 ARI

score) for wiki-wiki dataset but works worse for bts-rnc (0.24

ARI) and active-dict (0.21 ARI). At the same time Amrami and

Goldberg [7] said that using the BERT model for converting

words to vectors improved WSI scores significantly. Based on

this statement, it is reasonable to check the ability of BERT to

improve the WSI scores for the Russian language. Therefore

our approach is similar to Kutuzov’s one but RusVectōrēs was

replaced with the BERT model.

BERT is a language representation model that was trained to

predict words and it is the main reason why BERT might be a

good source for word embeddings. The original BERT model

was trained from multilingual unlabeled texts. However, there

are other BERT models that were additionally pre-trained for

a specific language or domain. RuBERT [17] is one of such

models that was trained on the Russian part of Wikipedia and

news data. In this research we use Sentence RuBERT that was

initialized with RuBERT and fine-tuned on SNLI [18] google-

translated to russian and on russian part of XNLI dev set [19].

Context vectors may be built in several ways. For example,

it can be built from word embeddings of one word or sum

of all word embeddings in a context. In the Kutuzov’s work

“semantic fingerprint” [20] approach was applied for this.

”Semantic fingerprint” is an averaged vector of unique word

embeddings in a context. In this work, a similar technique was

used. Its difference is that punctuation marks and prepositions

are filtered out first.

Affinity Propagation algorithm is similar to k-medoids be-

cause it finds “exemplars” that are representative of clusters but

the difference is that it doesn’t require the number of clusters

as an input parameter. However, the algorithm is tuned using

damping and preference parameters. The first parameter is

used for exponential smoothing and affects the convergence of

the algorithm. The second parameter (preference) adds noise to

the similarity matrix thus it affects a number of clusters. Words

usually have between 1 and 5 senses therefore the preference

parameter should have low values to reduce the number of

clusters.

In this research, we use the first 4 layers of the BERT

language model as word embeddings. Each layer has 768

parameters as a result our word vector has 3072 values.

Sometimes such high-dimensional data might be clustered

poorly [21]. Dimensionality reduction algorithms are applying
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Formula 1. ARI score, where nij , ai, bi are values from the contingency table

and nij denotes the number of objects in common between i and j clusters.
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in such cases. For this purpose, we use Principal Components

Analysis that is able to reduce the characteristics that are less

influential on the data.

Adjusted Random Index(ARI) [9] was used to measure

the performance of clustering. The index shows a similarity

between two data clusters and can be computed by Formula

1.

To summarize, our approach contains the following steps:

1) Get word embeddings from the BERT language model

for each sentence;

2) Remove punctuation marks, prepositions and conjunc-

tions;

3) Build ”semantic fingerprint” as an averaged vector of

unique word embeddings;

4) Reduce dimension of data using PCA algorithm;

5) Apply Affinity Propagation algorithm to cluster word

embeddings into groups that represent word senses.

V. RESULTS

The proposed approach was checked with 3 russian datasets

from RUSSE’2018 shared task. Firstly, the Affinity Propa-

gation algorithm was tuned using training datasets and grid

search technique. The preference parameter is calculated using

the following formula:

preference = −1 ∗ (max_distance ∗ k)2 (2)

where max_distance — maximum Euclidean distance be-

tween all vectors and k — input parameter that varies from

0,01 to 5. Multiplication by -1 is necessary here to decrease

the similarity matrix and the number of clusters. The results

of grid search for wiki-wiki training dataset is shown in Fig.

1. This dataset contains 4 words with the following meanings:

• "бор": "chemical element boron" or "pinery wood";

• "замок": "castle" or "lock";

• "лук": "onion" or "bow(weapon)";

• "суда": "ships" or "court of law".
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active-dict (fingerprint)
active-dict (one word)
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Fig. 2. The results of tuning Affinity Propagation algorithm for bts-rnc 
and active-dict datasets

ARI score for the wiki-wiki training dataset is reaching a

maximum of 0.64 when k = 2.9 then it is decreasing sharply. It

is happening because the word ‘замок‘ that had 2 clusters and

1.0 ARI score in the previous step now has only 1 cluster that

reduces its ARI score to 0. The same thing is happening with

word ‘бор‘ after k = 3.95. Such abrupt changes may signal

that the model is overtrained. However, it was not proven for

the test datatest.

Also, we investigated how the reduction of the data di-

mension using the PCA algorithm affects the results for the

wiki-wiki training dataset. As shown in Fig. 3 using the PCA

algorithm to reduce data dimension led to increasing ARI score
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Fig. 3. Comparing approaches with and without the PCA algorithm for the wiki-wiki training datasets

from 0.50 to 0.64.

The same tuning was done for bts-rnc and active-dict

datasets, the results are shown in Fig. 2. Initially, they were

tuned in the same way as wiki-wiki dataset. As you can

see (thin lines) in Fig. 2. it wasn’t as successful as for the

wiki-wiki dataset. The reason for this is different structure

of the datasets: the training wiki-wiki dataset has more stable

structure (two senses for each word), more examples per sense,

and usually a word appears several times in an example. You

can see these differences in Fig. 4 and 5.

The points in Fig. 4.2 are denser than Fig. 4.1 and there

are no obvious clusters. Such situation might happen because

of using “semantic fingerprint” that averages all vectors in

a context. To check this statement we replaced a "semantic

fingerprint" with a particular vector of a word and disabled

dimension reduction. The results for this configuration are

presented in Fig. 2 (bold lines) and Fig. 5. The best average

ARI score increased from 0.05 to 0.19 for the bts-rnc training

set and from 0.05 to 0.1 for active-dict dataset. You can

also see the changes for the word "" ("environment", "social
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Fig. 4. (1) Clustering of the "бор" contexts ("chemical element" and "pinery") from the wiki-wiki training dataset and (2) "среда" contexts 
("environment", "social context" and "Wednesday") from the bts-rnc training dataset using “semantic fingerprint”
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context" and "Wednesday") in graph Fig. 5, its ARI score

increased from 0.30 to 0.62.
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Fig. 5. Clustering of the "среда" contexts ("environment", "social 
context" and "Wednesday") from the bts-rnc training dataset using one 
word embedding. ARI = 0.62

The final results of evaluating our approach on the test sets

are presented in Table II. These scores were obtained with the

following parameters: k = 2.9 for the wiki-wiki test dataset,

k = 1.0 for bts-rnc and k=0.6 for active-dict. It should be

noted that unlike bts-rnc and active-dict datasets the wiki-

wiki dataset was evaluated with “semantic fingerprint” and

dimension reduction.

TABLE II. OVERALL RESULTS (EVALUATED ON THE TEST SETS)

Dataset name
ARI score

of our approach
ARI score

of the baseline approach [10]
wiki-wiki 0.81 0.71

bts-rnc 0.21 0.24
active-dict 0.11 0.21

Also, the ARI score for the wiki-wiki test dataset is higher

than the score for the training dataset that means the model was

not overtrained on the training set. As a result, our approach to

the wiki-wiki dataset showed a significant improvement(from

0.71 to 0.81 ARI) in comparison with the baseline approach by

Kutuzov [10]. However, the ARI scores for bts-rnc and active-

dict are less than for wiki-wiki but none of the competing

systems managed to achieve ARI higher than 0.34 for these

datasets.

VI. CONCLUSIONS

We describe a simple and effective WSI method based on

the clustering of vector word representations, where word

translation into the vector representation was done with the

BERT language model. The approach was tested on three

datasets: wiki-wiki, bts-rnc and active-dict. We increased the

result for the wiki-wiki dataset by 15%. For the other two

datasets the results changed slightly. This might be caused

by the difference of used datasets: wiki-wiki dataset mostly

contains homonyms and the WSI task with this dataset is

to find the correct sense for disambiguated words with non-

related senses. Bts-rnc and active-dict datasets contain mostly

related disambiguated words, and it is quite a different problem

to search for the exact meaning of polysemous words, and,

probably, these tasks should be investigated separately.

In contrast to Kutuzov [10] work, we used the BERT

language representation model for getting word embeddings

rather than the RusVectōrēs [11] models. As for other similar

researches for the English language using BERT models

significantly increased the results, and we have successfully

applied this knowledge for the Russian language. The obtained

results suggest further research on using the BERT language

model in more complicated methods.
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