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Abstract—In this paper, we discuss an approach to sentiment
analysis and emotion identification for user comments. The
solution is threefold: 1) topic detection, 2) sentiment evaluation,
3) toxicity detection and toxic spans localization. The lack of
significantly large training data for the Russian language is han-
dled by utilizing multilingual word embeddings, the adversarial
domain adaptation model, and data augmentation. We present an
overview of various preprocessing pipelines for topic modeling
and highlight the LDA-Mallet model which demonstrates the
best performance. For sentiment analysis and toxicity detection,
we examine the efficacy of a support vector machine and a
deep neural network with a multilingual language model and
adversarial domain adaptation that allows us to train algorithms
with datasets in the English language. All methods are tested
with a dataset of user comments to various online-courses and
adjusted to provide support for the development of a virtual
dialogue assistant for conducting virtual exams.

I. INTRODUCTION

As online education systems become more widespread

and experience their user bases grow, new problems and

solutions arise, including solutions based on human-machine

communication. One of the key aspects of human-machine

communication is assessment of an emotional state. That

includes evaluation of the emotional background of dialogues

and user comments. In this paper, we describe a system for

assessing the sentiment and emotionality of texts, which allows

identifying a person’s attitude to various objects and processes,

including detection of toxic messages, as an important com-

ponent of a virtual dialogue assistant for conducting remote

examination [1]. The emotion coloring analysis for texts has a

broad meaning which can include emotion analysis as well as

mood analysis, while models for emotions and moods can be

either discrete (categorical) or continuous. Categorical models

most often employ the six main emotional states identified

by Ekman [2]: anger, disgust, fear, happiness, sadness, and

surprise , or their derivatives, but still in a discrete manner.

Researchers are often only interested in valence shifts, in this

case, the classification is only performed in one dimension:

positive to negative. This case is called sentiment analysis.

Commonly, this classification contains two, three, or five

levels. In the first case, texts are classified as either “positive”

or “negative”, in the second case, there is also “neutral”, and

finally, “positive” and “negative” are subdivided by intensity.
Statements containing obscene language, a threat, a sharply

negative attitude towards a person or a situation, insults, or

other statements that can offend or humiliate a reader are quite

often called toxic [3], although there is currently no precise

definition of this term. If such statements are of a pronounced

racist, sexist, religious, or other nature that can form a negative

attitude towards a particular social group, then such messages

are more often referred to as hate speech [4].

Of course, on many Internet platforms, there is manual

moderation, which is designed to prevent toxic content from

entering the space, but such measures do not always bring

the desired result. Due to the volumes of incoming mes-

sages, moderators may miss a toxic passage or not cope

with their work quickly enough, which will affect the pace

of publications of the proposed content, which may also

affect the user’s attitude to the resource. For this reason,

for several years now, research has been going on related to

the automation of the process of detecting and classifying

toxicity in text messages, among which we can point out

contests from Google and Jigsaw on the Kaggle platform,

which not only drew attention to this problem but also gave an

active impetus to new research due to the provision of public

access to several professionally marked rather large datasets.

They also released the Perspective API software, which can

determine the toxicity of texts in English, Spanish, French,

German, Portuguese, Italian, and Russian. With the advent of

new types and architectures of neural networks, the task of

multilingual classification of toxic messages has also emerged.

The presentation of free access to the Perspective API system

stimulates researchers to create more accurate models, even

if for the same language, however, the lack of appropriate

training data is still an issue. Usually, such systems classify a

message as a whole, without regard to which segment turns it

toxic. In other words, those systems do not look for segments

that infuse a message with emotional coloring; sometimes, of

course, it is not even possible since toxicity can arise not from

a particular word or a phrase, but from an overall construction

of a message. When it is possible, however, to identify such

segments, that can be utilized to provide support for human-

moderators who regularly have to deal with lengthy messages

and would prefer to see references to particular parts of a

message instead of just an overall toxicity score. A system

able to locate toxic spans of a message would significantly

help to alleviate the issue.

Analyzing toxicity and sentiment, it is also important to

identify the object: which topics find positive and negative

responses from users. The number of topics, generally, varies
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across discussions, thus, unsupervised machine learning tech-

niques are better fit for object detection. In this paper, we

discuss approaches to the specified kinds of problems: sen-

timent and toxicity analysis, toxic spans detection, and topic

identification. Furthermore, we discuss data augmentation and

various combinations of methods for preprocessing data and

word embedding. Solving these problems is essential for the

evaluation of the emotional background of dialogues and user

comments.

This paper is organized in the following way: in the “Related

works” section we review previous research on the discussed

topics; in the “Data” section we outline all datasets gathered

for this research; in the “Methods” section we present models

and methods we experiment with in this research; in the

“Evaluation” section we present the metrics we employ for

evaluating models, and in the “Results” section we present

the results of our evaluation.

II. RELATED WORKS

Initially, the assessment of the emotional coloring of a text

was made based on the methods of sentiment analysis. So, the

classification of comments or messages on social networks

into negative, neutral, or positive remains key in this field

[5], [6], since it allows to determine the user’s attitude to

any object or phenomenon. The sentiment analysis problem is

well-researched in general as well as for the Russian language

in particular. Here, we mainly focus on the detection of toxic

messages and segments.

Speaking about toxic messages, it is worth noting that this

term appeared after the launch in December 2017 of the

Toxic Comment Classification Challenge from Google and

Jigsaw, the main task of which was the identification and

classification of toxic online comments. Up to this point,

the identification of hateful and offensive statements was

performed within the framework of solving the problem of

detecting and classifying hate speech [7], work on which

continues to this day [4], [8], [9]. One of the main difficulties

that can be encountered when training with a teacher is having

a well-annotated and sufficiently large dataset. Most of the

work related to the classification of toxic messages utilizes

kits provided in the framework of competitions from Google

and Jigsaw. In 2018, a dataset was presented containing

223549 comments in English, of which 159571 comments

refer to the training set [10], [11]. The dataset released in

2019 contains over 1.8 million comments. In 2020, two more

datasets were added to those two datasets, one of which

contains 8,000 annotated comments in Spanish, Italian and

Turkish, the other contains 63,812 unlabeled comments in

Turkish, Italian, Russian, French, Portuguese, and Spanish.

When solving the problem of detecting toxic messages, the

chosen method of obtaining vector representations of words

has a significant impact. In several works [4], [12], studies

of various ways of obtaining embeddings are conducted: a

bag of words or inverse frequency representation (TF-IDF),

Word2vec, FastText, GloVe, Bert. Some authors use multiple

embeddings simultaneously [13].

Currently, to solve the problem of detecting toxic messages,

classical machine learning methods are employed: logistic

regression, random forest, support vector machine, decision

trees and their modifications, which are compared with neural

networks [10], [14] or considered independently [15], [16].

Among the best architectures of deep neural networks for de-

tecting toxic messages are convolutional and recurrent neural

networks LSTM, GRU, as well as their various combinations

and ensembles [17]. The toxic spans detection problem firsts

gained noticeable attention this year within the “SemEval

2021” challenge, specifically “SemEval 2021. Task 5: Toxic

Spans Detection”. It is hard to find any previous works

distinctively focusing on this problem, however, mentions of it

can be found in several related articles. In [18], authors review

a possibility for semi-automatic moderation where in addition

to automatic classification of messages into insulting or neutral

a moderator is also presented with the original message with

suspicious words highlighted. Among modern methods for

general span detection, we can point out SpanBERT [19],

a pre-training method that is designed to better represent

and predict spans of text. This method expands on BERT

by masking random contiguous spans, rather than random

individual tokens, and predicting the entire masked span from

the observed tokens at its boundary solely using the context

in which they appear.

Since the problem is relatively new, there are simply not

enough significantly large datasets to train models. To confront

the issue, the authors suggest two pathways: 1) multilingual

embeddings which allow to train models in one language and

test them with another, and 2) collection and labeling of a new

dataset and expanding it with augmentation. The first route was

employed by the authors for the detection of toxic messages

and demonstrated an acceptable performance [20].

In this work, we expand this approach to sentiment analysis

and toxic spans detection problems and also conduct experi-

ments with text data augmentation.

A set of simple augmentation techniques is presented in the

EDA algorithm [21], which consists of four operations: sub-

stitution by synonyms, random insertion, random permutation,

and random deletion.

When augmenting textual data, it is important to preserve

the meaning of the text, often by replacing words with syn-

onyms using various dictionaries, for example, WordNet [22]

or using pre-trained language models, such as BERT, GPT2,

Word2Vec, Glove [23]–[25].

An alternative to generating paraphrases is a reverse trans-

lation when a sentence is translated into one or several

languages, and then re-translated into the original language,

resulting in a differently formulated original sentence [26].

Also, it is possible to translate an already existing tagged

dataset into the language required for experiments [27]–[29].

Another approach is to “glue” several messages together that

are close in context and obtain a new, longer message [30] or

add some noise, decipher common abbreviations such as date,

units of measurement, and location, or expand abbreviated

forms of words [31]. Further, one can use syntax tree transfor-
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mations or lexical substitutions based on various augmentation

strategies to find semantically related substitutions to create

new training instances [32]. There is also another approach

based on changing the polarity of communication [33]. In this

case, for a message with a positive color, a message with a

negative color is generated, which also makes it possible to

increase the volume of the training sample.

Detection of the sentiment object most often referred to by

users can be accomplished via topic modeling algorithms. In

[34] the authors train a dialog model for a dialog systems

for customer support in an unsupervised way, avoiding the

need for labeled corpora. The authors of [35] investigate

how unsupervised context-dependent algorithms for automatic

generation of synonyms for keywords can facilitate automatic

detection of domain concepts. Topic detection can be viewed

as a simultaneous clustering of words and documents by se-

mantic closeness. Commonly, the clustering is done in a fuzzy

manner, when a document can be assigned to multiple topics.

There are various methods for producing topic models. Some

of the more widely used among them are Latent Dirichlet

Allocation (LDA) and Latent Semantic Analysis (LSA) [36].

In recent years, a great deal of attention is focused on

combining word embeddings with traditional methods [37],

[38].

Developing a dialogue assistant requires solving the seman-

tic analysis and toxicity detection problems as well as topic

detection. In online courses the number of comments is usually

rather small and traditional methods for topic modeling can be

successfully employed there, however, the lack of training data

in Russian is an obstacle for supervised training of models for

semantic analysis and toxic message detection required for

training a classifier.

III. DATA

In our experiments, we had datasets obtained by different

methods. Some of them were collected independently, some

were obtained by data augmentation. Let us review them in

more detail.

A. Target dataset

The target dataset is a collection of user comments in

Russian used for testing both the classifier and topic modeling

algorithms. The dataset contains 1703 user reviews in Russian

from two online education platforms: Coursera and Stepik. The

dataset is annotated by five experts for the following qualities:

sentiment and toxicity. Sentiment is discretely categorized as

either very positive, positive, neutral, negative, or very negative

and respectively labeled with scores from 1 to 5. Toxicity is

binary classified for the presence or absence of toxic words or

passages in user comments.

The dataset contains 197 comments with a score of 1, 152

comments with a score of 2, 262 comments with a score of

3, 310 comments with a score of 4, and 782 comments with

a score of 5.

16 comments are labeled as toxic and 1687 comments are

labeled as not toxic.

Here is an example of a non-toxic comment (translated

from Russian to English) with a sentiment score in the highest

bracket: “I have gotten a clear understanding of what machine

learning is as well as some theoretical background. For almost

every topic there is a reference to relevant lecture notes,

which helps a lot to achieve a better understanding. And

most important, there are very interesting and helpful practical

tasks.” The longest comment is 457 words long, the shortest

comment is 1 word long, and the average length is 32 words.

The dataset was assembled by ITMO University students.

Additionally, there are several datasets used for training and

testing.

B. Datasets for sentiment analysis

1) A collection of user comments in English from kag-

gle.com for sentiment analysis published as “100K

Coursera’s Course Review Dataset”, containing 107018

user comments for various courses in English on the

online education platform Coursera, which corresponds

to the domain of the dataset in Russian. For sentiment

analysis, the classes are the same as for the dataset in

Russian, a discrete scale from 1 to 5 marks a user’s

review of a course: for a 5-star rating, the review is

labeled as very positive, positive for 4-star, neutral for

3-star, negative for 2-star, and very negative for 1-star.

Since the dataset is not balanced, which can impair

the classifier’s performance, we removed samples from

some classes to achieve a uniform distribution.

2) A collection of short texts from Rubtsova [39] that con-

tains 114 991 positive and 111 923 negative comments

from Twitter in Russian.

C. Datasets for toxicity comment detection

Here is a group of datasets collected from the Russian-

language social network VKontakte. These datasets contain

comments from 6 user groups, divided into three classes: edu-

cation, news, and entertainment. All comments were collected

between April 1 and 30, 2020. Representative subsamples

were selected from each group with an error of 5%. Selected

comments were manually annotated by three experts with a

Cohen kappa coefficient for their agreement between 40% and

60%, depending on the group. Thus, assessments of the quality

of work of automatic algorithms for the classification of texts

by toxicity should correspond to these levels.

The “Education” topic is represented by two communities:

“Habr” and “Suiauctus”. “Habr” dataset, collected from com-

ments to posts in this group, contains 359 comments, of which

324 (90%) are non-toxic, 35 (10%) - toxic. “Suiauctus” dataset

contains 371 comments, of which 339 (91%) are non-toxic, 32

(9%) are toxic.

The “News” topic is represented by two communities: “The

fifth channel. News” and “Mash”. “The fifth channel. News”

dataset contains 380 comments, of which 305 (80%) are

non-toxic, 75 (20%) are toxic. “Mash” dataset contains 381

comments, of which 287 (75%) are non-toxic, 94 (25%) -

toxic.
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The “Entertainment” theme is represented by two commu-

nities: “MARVEL/DC” and “IGM”. “MARVEL/DC” dataset

contains 381 comments, of which 325 (85%) are non-toxic,

56 (15%) are toxic.“IG” dataset contains 383 comments, of

which 341 (89%) are non-toxic, 42 (11%) are toxic.

Subsequently, the resulting datasets were divided into two

main parts: test, which is 30% of the total, and training.

For the test subset, the maximum length of a comment is

219 words and the minimum length is 1 word. The average

length is 13 words. For the training subset, the minimum and

the average length are the same, while the longest comment

is 451 words long.

D. Datasets for toxicity span detection

A dataset published at CodaLab for “SemEval 2021 Task

5: Toxic Spans Detection” challenge is used for building and

training a model for toxic spans detection. It contains 7939

messages, 485 of which are not annotated with toxic spans.

In this dataset, the maximum length of a message is 192

words, the minimum length is 1 word, and the average is 36

words. The maximum length of a toxic span is 994 symbols,

the minimum is 2 symbols, and the average is 18.6 symbols. To

point out, a toxic span is represented by an ordered sequence

of positions of symbols assessed to belong to a toxic word or

a toxic phase including white spaces within it. The positions

are numbered from zero starting from the first symbol of a

comment. For example, a comment “Another IDIOT!, with

fake data and resources. LOL!” contains a toxic span [8, 9,

10, 11, 12] which belongs to the toxic word “IDIOT”.

For experiments on comments in Russian, we employed

datasets extracted from the target dataset and datasets from

VKontakte. Only messages labeled as toxic were selected.

6 datasets from VKontakte were merged into a single dataset

with 334 comments. The longest toxic span for a message from

this dataset is 116 symbols, and the shortest is 3 symbols. The

average length of a toxic interval is 12 symbols. Here is an

approximately translated from Russian to English example of

a message with a toxic span: “you sir are knowledgeable in

perversion”. In this case, the toxic span covers only the last

word.

IV. METHODS

1) Text pre-processing: There are several features of user’s

messages from the internet that are to be considered. Those

messages require preprocessing, for the selected datasets

we performed removal of references to other users’ names

and hyperlinks, substitution of abbreviations, replacement of

emoticons with relevant words, removal of punctuation, and

word tokenization. For each problem, except for a toxic span

detection, tokens were also subsequently lemmatized.

For all datasets used for sentiment analysis and toxic spans

detection in user comments, word embeddings are obtained

via context-free Multilingual BERT and xlm-roberta which

can make cross-linguistic generalizations; the resulting vector

space makes it possible to handle cross-linguistic problems.

For experiments, we used two pre-trained Multilingual BERT

models: bert-base-multilingual-uncased (12-layer, 768-hidden,

12-heads, 168M parameters, trained on lower-cased texts in

the top 102 languages with the largest Wikipedias), bert-base-

multilingual-cased (12-layer, 768-hidden, 12-heads, 179M pa-

rameters, trained on cased texts in the top 104 languages with

the largest Wikipedias), and xlm-roberta (270M parameters

with 12-layers, 768-hidden-state, 3072 feed-forward hidden-

state, 8-heads, trained on 2.5 TB of newly created clean

CommonCrawl data in 100 languages).
For toxic message detection, we utilize multilingual embed-

dings described before. The choice of the embedding method

and classification method was based on the results of past work

[20]. In this work, we looked at word embedding methods

such as Word2Vec, FastText, GloVe, BERT. As methods for

classifying toxic comments, we used Naı̈ve Bayes, Random

Forest, Logistic regression, Support Vector Machine, Majority

vote, and Recurrent Neural Networks. The best result was

shown by the combination of word2vec+SVM, which we will

use.
To obtain embeddings, we used a pre-trained Russian-

language word2vec model [40], made publicly available by the

RusVectors resource. To use this model, additional information

about the part-of-speech markup of the analyzed texts is

required. The markup must conform to the Universal PoS

Tagging format. If this information is not present, the system

would try to automatically determine the part-of-speech.
2) Data augmentation: The training samples underwent the

following augmentation procedure:
Paraphrasing. By definition, paraphrasing is an alternative

external representation in the same language that expresses

the same semantic content as the original form. Paraphrasing

can occur at several levels. For example, words that have the

same meaning — synonyms — can also be viewed as lexical

paraphrasing. There is paraphrasing at the level of a group of

words or phrases (phrase paraphrasing), as well as at the level

of complete sentence (re-phrasing sentences) [31]. Using the

paraphrasing algorithm, 1535 new messages were obtained.
EDA Algorithm (Easy Data Augmentation) - simple meth-

ods of data augmentation to improve performance when per-

forming text classification tasks [21]. EDA consists of four

simple but effective operations:

1) Synonym Replacement (SR): n words from a sentence

that are not stop words are randomly selected and each

of these words is replaced by one of its synonyms,

chosen at random.

2) Random Insertion (RI): finds a random synonym for

a random word in a sentence that is not a stop word.

This synonym is embedded in a random position in the

sentence. The action is repeated n times.

3) Random Swap (RS): two words in a sentence are ran-

domly selected and swapped. The procedure is repeated

n times.

4) Random Deletion (RD): random deletion of each word

in a sentence with probability p.

Translate dataset. This dataset (www.kaggle.com/c/jigsaw-

multilingual-toxic-comment-classification/discussion/150334)
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was made publicly available by one of the participants in

the “Jigsaw Multilingual Toxic Comment Classification”

competition. This dataset was obtained by translating the first

110 thousand messages of the training set into 6 languages

present in the test set, including Russian, using the Yandex

API.

Pseudo-Labeling dataset. Pseudo-Labeling is used in various

subject areas [41], [42] with a significant lack of well-labeled

data. In practice, this method is applied when there is a good

model that can provide reasonably accurate results. In this

work, pseudo-labels were obtained for the Russian-language

part of the test set of the Jigsaw Multilingual Toxic Comment

Classification competition. Google’s Perspective API was used

as a classification model.

3) Sentiment analysis: For user comments sentiment anal-

ysis we used a support vector machine (SVM), a recurrent

neural network LSTM, and a modified adversarial domain

adaptation model (ADA) similar to the one from our earlier

work [20].

4) Detection of toxic comments: For the detection of toxic

messages, we used a support vector machine (SVM), which

showed results comparable to classifiers based on recurrent

neural networks, which is explained by relatively small data

sets. SVM is one of the most popular classification and

regression tools. It is based on the simple idea of finding a

hyperplane that optimally separates samples. This algorithm

is flexible enough and can be modified per a specific task.

5) Detection of toxic spans: For the detection of toxic

spans, we employed two models based on the Transformer

network.

The first model is BERT [43], which stands for Bidirectional

Encoder Representations from Transformers. It is designed to

pre-train deep bidirectional representations from an unlabeled

text by jointly conditioning on both left and right context in all

layers. As a result, the pre-trained BERT model can be fine-

tuned with just one additional output layer to create models

for a wide range of tasks, such as question answering and lan-

guage inference, without substantial task-specific architecture

modifications.

Pretraining multilingual language models at scale leads to

significant performance gains for a wide range of cross-lingual

transfer tasks. The second model, XML-RoBERTa [44], is a

transformer-based masked language model. It is trained on one

hundred languages using more than two terabytes of filtered

CommonCrawl data.

For these models, we used AdamW optimizer with 3∗10−5

learning rate and batch size 8. Cross-entropy is used as a loss-

function.

6) Topic modeling: For topic modeling, we consider

stochastic Latent Semantic Analysis (pLSA) and Latent

Dirichlet Allocation (LDA). The topic model is built with

implementations of LDA from Gensim and Mallet libraries,

adapted for the Russian language by the authors of the method

for topic modeling via lda2vec word embeddings [45]. In

lda2vec, the pivot word vector and a document vector are

added to obtain a context vector. This context vector is then

used to predict context words. Similar to LDA, a document

vector is decomposed into a document weight vector and

a topic matrix. The document weight vector represents the

percentage of the different topics, whereas the topic matrix

consists of the different topic vectors. A context vector is thus

constructed by combining the different topic vectors that occur

in a document. The accuracy of topic models is evaluated by

coherence and perplexity coefficients.

V. EVALUATION

1) Sentiment evaluation and toxic detection: We utilized

several metrics to evaluate the performance of models for

semantic analysis and toxic messages classification. Let us

describe each of them.

Accuracy is one metric for evaluating classification models.

Informally, accuracy is the fraction of predictions our model

got right. Formally, accuracy has the following definition (1):

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

where TP is True Positives, TN True Negatives, FP is False

Positives and FN is False Negatives.

However, accuracy is often not employed in cases with

unbalanced datasets.

For a more meaningful evaluation in cases with unbalanced

datasets, it is more appropriate to utilize “weighted” Precision,

Recall, and F1-score. In this case, “weighted” means that each

value is calculated as an average between those values for each

class scaled with the number of legitimate instances for each

class.

Before moving on to the equations for each metric, first,

let us list some supplemental equations. For the calculations

of precision and recall, we use the following conditional

probability equations:

P (yl, ŷl) =
| yl ∩ ŷl |
| yl | (2)

R(yl, ŷl) =
| yl ∩ ŷl |
| ŷl | (3)

F1(yl, ŷl) = 2× P (yl, ŷl)×R(yl, ŷl)

P (yl, ŷl) +R(yl, ŷl)
(4)

where yl is the subset of the prediction set with label l, ŷl is

the subsets of the actual set with label l.

The equations for “weighted” metrics:

W.Precision =
Σl∈L | ŷl | P (yl, ŷl)

Σl∈L | ŷl | (5)

W.Recall =
Σl∈L | ŷl | R(yl, ŷl)

Σl∈L | ŷl | (6)

F1(yl, ŷl) =
Σl∈L | ŷl | F1(yl, ŷl)

Σl∈L | ŷl | (7)
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2) Topic modeling: As an assessment of the efficiency of

the algorithms, the following are used - these are coherence

and perplexity. A topic is called coherent if the terms most

frequent in a given topic, it is no coincidence that they often

appear together side by side in the documents. In this work, a

measure of coherence was used, which is the log conditional

probability (LCP), which estimates the probability of a less

frequent word given a more frequent one and is calculated by

the formula (8):

LCP (t) =
k−1∑

i=1

k∑

j=i

log(
N(wi, wj)

N(wi)
) (8)

where wi is the i-term in descending order, N(w) – is the

number of documents with at least one w, N(w,w′) – the

number of documents with w, w′ close together at least once.

Perplexity is a measure of how well a probabilistic model

predicts a topic for a document. It is also used to compare

probabilistic models. Low perplexity indicates that the proba-

bility distribution is good for predicting samples.

VI. RESULTS

1) Sentiment evaluation: For sentiment analysis, we per-

formed classification into three classes. To tailor 5 classes into

3, classes 1 and 2 with negative comments were combined into

one, and similarly classes 4 and 5 with positive comments

were combined into one as well. The training dataset was

adjusted so that the number of samples in each class is

equal. For the described datasets, annotated by sentiment,

the results for similar experiments are displayed in Table

I. For sentiment analysis, the best results were achieved by

multilingual models. All training methods for the Rubtsova

datasets resulted in lower performance when tested with the

target dataset, even when combined with augmentation. It

might be explained by the fact that the dataset in English

used for training contains reviews of courses, i.e. is in the

same domain as the target dataset, meanwhile, the dataset in

Russian contains tweets from discussions of various topics.

There is no significantly large dataset in Russian with courses

reviews.

TABLE I. SENTIMENT ANALYSIS 
RESULTS

Dataset Score SVM LSTM ADA
Test ENG Accuracy 0.6467 0.7000 0.4217

Weighted Precision 0.6440 0.7033 0.4328
Weighted Recall 0.6467 0.7000 0.4217

Weighted-F1 0.6451 0.7010 0.4237
Target dataset Accuracy 0.6183 0.5379 0.3136

Weighted Precision 0.5908 0.6774 0.5428
Weighted Recall 0.6183 0.5379 0.3136

Weighted-F1 0.5896 0.5573 0.3362

Concluding the results, we can confirm that for the specified

problem embeddings, produced by a multilingual model, are

sufficient for transferring knowledge from one language to

another, while an adversarial domain adaptation model does

not perform as well. That might be explained by the difference

between volumes of datasets for Russian and English used

for training the model, thus the lack of training data from

the target domain may result in poor performance. Training

with the Russian dataset and testing the model with the target

dataset does not show a performance improvement. Summariz-

ing, multilingual embedding models combined with traditional

machine learning techniques for small datasets demonstrate the

best performance.
2) Toxic detection: For toxic messages detection, we

trained classifiers with datasets from Vkontakte and tested

them with the target dataset.

All datasets from “VKontakte” were divided into training

and validation subsets. All training sets were combined into

one “original” set. Table II shows the results of checking the

classifier trained on this set, as well as the results of the

Perspective API for six validation sets.

TABLE II. ACCURACY WITH THE VALIDATION SETS FOR THE ORIGINAL 
TRAINING DATASET AND THE PERSPECTIVE API

Classification Validation W.pr. W.r. W.F1
method
SVM HABR 0.80 0.88 0.84

+ IGM 0.85 0.88 0.85
Original MARVEL/DC 0.80 0.84 0.81

train MASH 0.76 0.78 0.72
SUIAUCTUS 0.85 0.89 0.87

TV5 0.77 0.81 0.75
Perspective HABR 0.93 0. 92 0.89

API IGM 0.92 0.92 0.90
MARVEL/DC 0.88 0.88 0.84

MASH 0.84 0.80 0.74
SUIAUCTUS 0.93 0.92 0.90

TV5 0.86 0.83 0.78

The Perspective API performs better than our SVM, trained

on the original training subset. Next, we were interested in the

opportunity to improve the results by increasing the volume

of training data for our SVM. We considered the following

combinations of training sets:

1) Original + EDA (Orig + EDA)

2) Original + paraphrase (Orig + par)

3) Original + paraphrase + EDA (Orig + par + EDA)

4) Original + paraphrase + EDA + Pseudo Labeling +

Translate (Orig + par + EDA + PL + Tr)

5) Original + Pseudo Labeling (Orig + PL)

6) Original + Pseudo Labeling + EDA (Orig + PL + EDA)

7) Original + Pseudo Labeling + paraphrase (Orig + PL +

par)

8) Original + Pseudo Labeling + Translate (Orig + PL +

Tr)

9) Original + Translate (Orig + Tr)

10) Original + Translate + EDA (Orig + Tr + EDA)

11) Original + Translate + paraphrase (Orig + Tr + par)

12) Pseudo Labeling + EDA (PL + EDA)

13) Pseudo Labeling + paraphrase (PL + par)

14) Pseudo Labeling + paraphrase + EDA (PL + par + EDA)

15) Pseudo Labeling + Translate (PL + Tr)

16) Pseudo Labeling + Translate + EDA (PL + Tr + EDA)
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17) Pseudo Labeling + Translate + paraphrase (PL + Tr +

par)

18) Translate + EDA (Tr + EDA)

19) Translate + paraphrase (Tr + par)

Table III shows the results of the combinations for which

the best results were obtained.

TABLE III. ACCURACY OF VALIDATION DATASETS FOR VARIOUS TRAINING 
DATASETS

Validation set Train set W.pr. W.r. W.F1
HABR PL + EDA 0.94 0.93 0.92

PL + Tr + par 0.94 0.93 0.92
Orig + PL 0.92 0.93 0.91
PL + par 0.92 0.93 0.91
PL + par + EDA 0.92 0.93 0.91

IGM Orig + par 0.85 0. 88 0.85
Orig + EDA 0.83 0.88 0.84
Orig + par + EDA 0.83 0.88 0.84
Orig + Tr 0.82 0.87 0.83
Orig + Tr + EDA 0.82 0.87 0.83
Orig + Tr + par 0.82 0.87 0.83
Tr + EDA 0.82 0.87 0.83
Tr + par 0.82 0.87 0.83

MARVEL/DC Orig + Tr + EDA 0.87 0.88 0.87
Orig + Tr + par 0.87 0.88 0.87
Orig + Tr 0.86 0.88 0.86
Tr + EDA 0.86 0.88 0.86
Tr + par 0.86 0.88 0.86
Orig + par +
+ EDA + PL + Tr 0.86 0.88 0.86
PL + Tr 0.86 0.88 0.86
PL + Tr + EDA 0.86 0.88 0.86
PL + Tr + par 0.86 0.88 0.86

MASH Orig + par + EDA 0.83 0.81 0.77
Orig + PL + EDA 0.78 0.79 0.76
PL + par + EDA 0.78 0.79 0.76
Orig + PL + par 0.78 0.79 0.76
Orig + par 0.79 0.79 0.75
Orig + EDA 0.77 0.78 0.75

SUIAUCTUS Orig + Tr 0.94 0.95 0.94
Orig + par +
+ EDA + PL + Tr 0.94 0.95 0.94
PL + Tr 0.94 0.95 0.94
PL + Tr + EDA 0.94 0.95 0.94
PL + Tr + par 0.94 0.95 0.94
Orig + PL + Tr 0.94 0.95 0.94
Orig + Tr + EDA 0.94 0.95 0.94
Orig + Tr + par 0.94 0.95 0.94
Tr + EDA 0.94 0.95 0.94

TV5 PL + par 0,85 0,86 0,85
Orig + PL 0.84 0.85 0.83
Orig + PL + par 0.84 0.85 0.83
PL + EDA 0.82 0.83 0.81
PL + par + EDA 0.82 0.83 0.81
Orig + PL + EDA 0.82 0.83 0.81
PL + Tr + EDA 0.81 0.82 0.81

The results of the experiments show that our hypothesis

appears to be correct. The increase in the volume of the

training subset allows us to surpass the results of the Per-

spective API for almost all datasets, except for “IGM” where

our model, in the best-case scenario, achieves a 0.05 worse

F1-score than Perspective API. In other cases, at least one

of the training set variants allows us to surpass or equal the

system from Google. The best improvement was achieved by

using the original training subset in combination with Pseudo

Labeling or Translate. Combining the original training subset

with paraphrasing and/or EDA in almost all cases produces a

lower F1-score.

The model with the best performance on the validation

dataset was selected for testing with the target dataset. The

results are shown in Table IV.

TABLE IV. ACCURACY OF TOXIC 
DETECTION

Dataset Accuracy W.pr. W.r. W.F1

Target dataset 0.99 0.98 0.97 0.98

3) Toxic Spans Detection: The model for toxic spans de-

tection was trained on the dataset from “SemEval 2021 Task

5: Toxic Spans Detection” challenge with various multilin-

gual embeddings. For validation, we took the dataset from

Vkontakte which we annotated with toxic spans. Due to a

rather small total number of toxic messages, all of them were

combined in a single dataset. The results are shown in Table

V.

TABLE V. ACCURACY OF TOXIC SPANS 
DETECTION

Dataset Embedding method W.F1
Train dataset Bert-uncased 0.67

Bert-cased 0.70
xlm-roberta 0.81

validation dataset Bert-uncased 0.60
Bert-cased 0.58
xlm-roberta 0.67

The best performance for the toxic spans detection on

the target dataset was achieved by the previously described

in the Methods section model combined with multilingual

xlm-roberta. The F1-score reached 0.73, level to the results

demonstrated by the best performers from the “SemEval 2021

Task 5: Toxic Spans Detection” challenge.

4) Topic modeling: Last, we conducted experiments for

building topic models for the target dataset with users’ reviews

from online education platforms with traditional methods

for topic modeling such as LSA, LDA, the LDA-Mallet

implementation, and the modification with word embeddings

lda2vec. Since the performance of the model depends on the

choice of a method and a pre-processing pipeline, we inves-

tigated several combinations of stop-word removal, lemmati-

zation, and common phrase detection for each method. The

optimal number of topics is determined by the perplexion

coefficient for each preprocessing pipeline. We conducted

experiments with the number of topics from 2 to 40.

The results are shown in Table VI.

From the obtained results we can highlight LDA Mallet with

the best performing preprocessing pipeline “tokenization +

lemmatization + stop-word removal”. The keywords, 5 topics,

and the number of messages for each topic are listed in Table

VII.

We obtained 5 different topics related to various aspects

of a course. The first topic consists of comments describing
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TABLE VI. EVALUATION OF METHODS FOR TOPIC 
MODELING

Text preprocessing LDA LSA LDA Mallet LDA2VEC
Coherence/ Coherence/ Coherence/ Coherence/
Perplexity / Perplexity / Perplexity / Perplexity /
Optimal topic Optimal topic Optimal topic Optimal topic
number number number number

Tokenisation 0.48/ -8.24/3 0.30/-7.22/5 0.51/-8.72/3 0.44/-7.92/3
Tokenisation + 0.46/ -9.18/4 0.36/-7.89/4 0.43/-8.58/3 0.47/-8.75/3
removal of stop words
Tokenisation + 0.46/ -9.18/4 0.36/-7.89/4 0.43/-8.58/3 0.47/-8.75/3
detection of idiomatic phrases
Tokenisation + 0.45/ -9.78/3 0.35/-7.56/4 0.40/-9.75/36 0.40/-8.75/3
removal of stop words +
detection of idiomatic phrases
Tokenisation + Lemmatization 0.54/-7.18/3 0.30/ -7.21/3 0.54/-6.89/3 0.46/-6.80/3
Tokenisation + Lemmatization + 0.54/-7.18/4 0.32/-7.42/3 0.57/-7.45/4 0.49/-7.44/4
removal of stop words
Tokenisation + Lemmatization+ 0.53/-7.19/3 0.30/-7.43/3 0.48/-6.82/4 0.45/-6.79/3
detection of idiomatic phrases
Tokenisation + Lemmatization+ 0.47/-7.88/3 0.47/-8.20/4 0.55/-7.38/4 0.51/-7.48/3
detection of idiomatic phrases
removal of stop words

TABLE VII. DISTRIBUTION OF TOPICS

Keywords Number of
messages

exercise, lecture, example, theory, practice 258
course, knowledge, method, specialization, 399

introduction
week, task, programming, video, time 260

learning, machine, maths, algorithm, mathematical 386
useful, big, thank, difficult, like 400

a course structure, the second relates to the general informa-

tion about the course, the third is about practice, the fourth

encapsulates theory, and the fifth contains reviews.

5) Summary: The best performing solutions were imple-

mented in a subsystem for evaluation of emotional background

in dialogues and comments for the virtual dialogue assistant.

The output of the subsystem also contains summary informa-

tion about the course topic, as shown in Table VIII.

VII. CONCLUSIONS

Sentiment analysis and toxicity detection is an important as-

pect of an online-course quality evaluation. It is also important

to locate which segments of a course are presented best and

which receive negative reviews. Traditional methods for topic

modeling such as LSA, LDA, LDA-Mallet implementation,

and the modification with word embeddings LDA2VEC are

justified by the small number of samples. Experiments show

that virtually all methods and preprocessing pipelines separate

messages in a modest number of topics, which indicates

coherence between users’ opinions about elements of a course.

Multilingual embedding models, manual collection and la-

beling, and augmentation help to handle the lack of training

datasets in Russian. The solution to the problem of automatic

detection of toxic language with an emphasis on the transfer

of knowledge from one language to another proved to provide

TABLE VIII. SENTIMENT AND TOXICITY FOR 
COURSE TOPICS

keywords NEG NETR POS TOX NONTOX
exercise 60 49 149 1 257
lecture

example
theory

practice
course 33 29 337 4 395

knowledge
method

specialization
introduction

week 91 70 99 5 255
task

programming
video
time

learning 121 84 181 3 383
machine
maths

algorithm
mathematical

useful 44 30 326 3 397
big

thank
difficult

like

improvements to the baseline approach but still showed that

multilingual models are far from always be able to classify

toxicity equally well for messages in different languages,

provided that the model was trained in only one language.

In this case, to improve the classification results, it might be

reasonable to add messages in the Russian language to the

training set, however, there is still the same problem of lack

of well-labeled data. Therefore, in the article, we consider

the possibility of improving the accuracy of the classification

of toxic messages in Russian by increasing the volume of

the training dataset. As a baseline, we use the classification
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results obtained using the Perspective API from Google, which

included the Russian language. The results obtained with the

original training set are below the baseline. For this reason,

we used various data augmentation methods, such as EDA,

paraphrasing, translation of the marked-up English-language

dataset into Russian and pseudo labeling of the Russian-

language part of the test suite presented by Jigsaw. The

experiments conducted with various combinations of training

sets not only allowed us to achieve baseline results but also

surpass them.

Finally, we achieved a complex solution for evaluating

users’ opinions about online-courses. This solution can also

be employed for other kinds of services since unsupervised

machine learning techniques combined with focused datasets

and supervised machine learning methods can allow to detect

toxic messages and evaluate sentiment in a broad variety of

fields.
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