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Abstract—The emerging field of Bioacoustics has been present-
ing significant research activity lately, and thanks to the use of
machine learning methods, several tools and methodologies have
been established for identifying certain patterns and meanings
in animal vocalizations. Animal sounds can vary over time in
intensity and patterns produced between different breeds of the
same species, both for physiological reasons and for different
emotional states and needs. Pets, such as dogs and cats, are no
exception, thus allowing a vocal distinction between breeds. This
article studies classification of the cat breed, in particular on
the Maine Coon and European Shorthair breed, based on the
public audio dataset ”CatMeows”. To this end, we employed
features coming from time and frequency domain capturing
relevant information as regard to the present audio structure.
Subsequently, audio pattern recognition was carried out by
means of k-means clustering, k-NN, and multilayer perceptron
learning models. After extensive experiments, we obtained very
promising results , with an average accuracy that runs around
98%. In particular, time-domain features presented a strong
contribution, as demonstrated by the results using k-means.

I. INTRODUCTION

During the last decade, the exciting developments in the ma-

chine learning field have paved the way to novel applications

in the constantly growing field of bioacoustics, where audio

pattern recognition plays a relevant role. The interdisciplinary

scientific branch of bioacoustics analyzes and studies the

production, dispersion and reception of sounds in animals [1],

[2]. Moreover, the field of bioacoustics studies the sounds

produced by the fauna of different ecosystems, in order to

trace the habits of the animal species that compose it [3],

[4]. Different animals produce sounds with different spectral

patterns and intensities over time, based on the animal’s

anatomy and cognitive abilities [5]. The differences are not

limited only to the species, but also to the different breeds

that compose it. Constraining the problem in studying the

differences between different breeds of cats [6], allows us to

better investigate the differences between the vocalizations,

thus identifying the best strategies for classifying the breeds

of the same species. Therefore, identifying a correct strategy

for the identification of different breeds would allow us to

estimate and monitor the animal distribution in different types

of ecosystems, in a non-invasive audio-based way.

at physiological aspects (such as breed and sex), emotional 
and/or contextual aspects. The majority of these works mostly 
focuses on datasets encompassing cat and dog vocalizations. 
This is due to a) such pets are characterized by high avail-

ability and management, b) convenience in recording samples 
of such animals with good quality, and c) such animal-human 
relationships exist since thousands of years and has reached 
the level where research can be conducted towards interpreting 
the meanings behind each animal vocalization.

The literature encompasses a significant amount of research

on the study and classification of dog barks. In [7], the authors

studied the classification of sex, age, context and individual

from vocalizations of Mudi dogs. The dataset developed by the

authors is composed of 800 registrations of 8 dogs registered

in different contexts. For each recording, 29 different features

were extracted, 1 for each method/statistic. The classifiers

used for the comparison are Naive Bayes, Classification Tree,

k-Nearest Neighbors and Logistic Regression. Interestingly,

the authors of [8] investigate the automatic classification of

5 dog emotional states. The ”EmoDog” Dataset is composed

of 226 bark sequences recorded by 12 different Mudi dogs.

The feature sets studied are variants of the EGEMAPS and

COMPARE feature sets [9]. Support Vector Machine (SVM)

classification was applied to each set to classify the 5 emo-

tional states. The work presented in [10] examined dog bark

classification into 6 different contexts, i.e. play, fight, alone,

stranger, walk and ball. The dataset used is a collection

of 6646 barks of 14 Mudi dogs of different ages and sex,

recorded in the 6 contexts mentioned above. A wide variety

of time and frequency domain features was considered and

filtered by selecting only a subset using a Naive Bayes

based algorithm. The most significant features were employed

to train a Bayesian classifier. In [11], automatic individual

and breed classification of different dogs (Chihuahua, French

Poodle, Schnauzer and Others) was studied. The dataset used

and developed by the authors is made up of 6103 barks from

36 different individuals. Three different sets of features were

used (IS-09, IS-10, IS-11 [9]), plus a fourth obtained through

various feature selection methods. Six different classifiers were

compared with respect to classification of dog breeds. The

classifiers were the following: J48, SVM, Random Forest,
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The related literature includes automatic classification ap-

proaches of different animal vocalizations primarily aiming  



Fig. 1. Block diagram representing the work flow and the methodologies used

Bagging, Naive Bayes and Convolutional Neural Network.

There are several works in the literature concentrated on cat

vocalizations. Among these is [12], which is based on a dataset

produced by the authors with cat meows in various contexts

from videos on YouTube and Flicker. The aim of the project

was to identify the mood and context from the vocalizations

of the cats. The Mel-spectrogram was extracted from each

sample and given as input to a pre-trained CNN [13] trained

on the Million Song dataset [14]. The aim was to use the pre-

trained network as a feature extraction method. Subsequently,

the authors employed different learning models on the obtained

feature set and compared the results. The models used are:

Random forest, k-nearest neighbor, Extremely randomized

trees, Linear discriminant analysis , Quadratic discriminant

analysis and Support vector machine. All classifiers were then

combined to create an ensemble.

The dataset on which this work was based, i.e. CatMeows

[15], was firstly used in [16]. There, the purpose was to

identify three different contexts (waiting for food, isolation in
unfamiliar environment, and brushing) from the respective vo-

calizations. To this end, Mel-Frequency Cepstral Coefficients

(MFCC) and Temporal Modulation Features have been ex-

tracted. Lastly, different classification models were employed,

i.e. Directed acyclic graphs based on Hidden Markov Mod-

els, class-specific Hidden Markov Models, Universal Hidden

Markov Models, Support Vector Machine and Echo state

network.

The aim of this work is to identify the cat breed with respect

to an input audio, specifically the Maine Coon and European

Shorthair breeds present in the audio dataset ”CatMeows” [15].

To this end, different time and frequency domain features were

extracted, while our focus was to capture characteristic prop-

erties of the audio structure as seen from both perspectives.

Furthermore, we used statistical moments to summarize the

feature information with respect to each audio sample. Af-

ter normalization, we employed both unsupervised (k-means

clustering) and supervised (k-NN and MLP) machine learning

approaches for breed identification. We followed a thorough

experimental protocol and carefully analyzed the obtained re-

sults on publicly available dataset, which conveniently enables

full reproducibility of the present work. The following two

sections describe the above-mentioned methodologies in terms

of features and classification mechanisms. Section IV analyzes

the obtained results extensively, while section V concludes this

work.

II. SYSTEM OVERVIEW

Figure 1 shows the proposed workflow starting from the

input audio file, moving to feature extraction and normaliza-

tion, ultimately leading to clustering and classification. We

employed diverse features sets defined in time- and frequency-

domain, which are described in the following.

A. Time Domain

As regards to the temporal domain, the methods of extrac-

tion of the features used were Amplitude Envelope (AE), Zero-

Crossing Rate (ZCR) and Root-Mean-Square Energy (RMSE).

Aiming at a global representation of each audio sample,

we calculated six different representative statistics, i.e. mean,

median, standard deviation, max, min , and standard deviation

with respect to mean. As such, for each sample and feature

we obtain a vector of 6 values following the above-mentioned

order. These three vectors are then concatenated (AE, ZCR,

RMSE) obtaining a final vector of 18 features for the time

domain.

B. Frequency Domain

As regards to the frequency domain, the extraction methods

used in the following order are: Spectral Centroid (SC),

Spectral Flux (SF), Spectral Rolloff (SR), and Mel-Frequency

Cepstral Coefficients (MFCCs) with 13 coefficients including
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the 0-th one. The process is identical to the one used in

the time domain case, keeping the same statistics and order.

Regarding MFCC: statistics were applied to each vector of

each bin, always obtaining a vector of 6 features, concatenating

the 13 vectors with respect to the index order of the bins

(final vector of 13×6 = 78 features). By concatenating in the

previously mentioned order, a final vector of 96 features is

obtained.

Feature set fusion was implemented by concatenating the

vector of 18 features of the normalized temporal domain with

that of 96 of the normalized frequency domain, therefore

leading to a vector of 18 + 96 = 114 features. For each of

the above-described three cases, clustering is first performed,

where the optimal number of clusters k was discovered via

the Elbow and Silhoutte methods. Then, the identified k is

considered to visualize the arrangement of the clusters (inter-

and intra-cluster distances).

The accuracy of unsupervised k-means clustering was tested

with k = 2 and evaluate the accuracy of the K-Means

in predicting the ground truth (evaluating the accuracy by

considering the labels directly or in reverse, and taking the best

accuracy as a reference). As such, we evaluated the density of

each cluster as well as the distance between samples coming

from different classes in the n-dimensional space (with n
denoting the number of features).

Subsequently, two learning models were employed: k-NN

and MLP following an identical validation method.

During validation, the dataset is divided via holdout par-

titioning at the ratio 70/30 for train/test respectively; then,

the training set is further divided using the ten-fold cross

validation protocol. The model is trained on the sub-training

set and the accuracy calculated on the remaining validation set

where the model with the maximum accuracy is chosen. The

confusion matrix is finally calculated on the test set, i.e. 30%

of the initial dataset.

Last but not least, we constructed an MLP model repre-

senting a more refined and sophisticated machine learning-

based solution. Data division and figures of metric calculation

is performed in an identical way so as to achieve comparable

results.

C. Feature Extraction Analysis

The specific stage comprises a fundamental process towards

a successful approach, i.e. finding discriminative features with

respect to the reference problem allowing the models to

converge to the optimal solution. To this end, we worked

within diverse domains (time and frequency), compared the

achieved performances, and finally unified the obtained feature

sets.

1) Time Domain features: These feature extraction methods

work directly on the temporal representation of the signal, after

the framing process. The considered features are the following:

• Amplitude Envelope (AE): it returns the largest (max)

amplitude of the signal frame.

• Zero-Crossing Rate (ZCR): the ZCR measures the num-

ber of times the signal changes sign in a frame (i.e. the

signal changes from a positive to a negative value or vice

versa) divided by the length of the frame. Formally it is

defined as:

Z(i) =
1

2K

K∑
n=1

|sgn[xi(n)]− sgn[xi(n− 1)]|

where K is the length of the frame and sng() is sign

function which assigns +1 or -1.

• Root-Mean-Square Energy (RMSE): it comprises an en-

ergy metric widely used in the statistical field. It is defined

as:

RMSE =

√√√√ 1

K

K∑
n=1

|x(n)|2

2) Frequency Domain features: This feature extraction

stage operates directly on the spectrogram obtained by map-

ping the original audio signal with the Fourier Transform from

the time domain to that of the frequency, describing the power

(magnitude) of the signal across different frequencies. In some

cases more than one dimension may be returned (e.g. MFFCs).

The considered methods are the following:

• Spectral Centroid (SC): it represents the center of gravity

of the magnitude spectrum, usually the frequency band

where most of the energy is concentrated. The value of

the spectral centroid Ci of the i-th audio frame is defined

as:

Ci =

∑K
k=1 kXi(k)∑K
k=1 Xi(k)

• Spectral Flux (SF): it measures the spectral change be-

tween two consecutive frames and is calculated as the

squared difference between normal magnitudes of the

spectrum of two consecutive short-term windows:

Fl(i,i−1) =

K∑
k=1

(ENi(k)− ENi−1(k))
2

where ENi(k) =
Xi(k)∑K
l=1 Xi(l)

.

• Spectral Rolloff (SR): it is defined as the frequency below

which the magnitude distribution is concentrated (around

85% -90%).

• Mel-Frequency Cepstral Coefficients (MFCCs): they

comprise a cepstral representation of the signal, where

the frequency bands are distributed according to the Mel-

scale (a scale of frequency intervals that are perceived

as equally-spaced by humans), and are very popular in

the field of speech and audio processing. The process

for finding these coefficients is the following: the input

signal is divided into a series of overlapping frames; the

magnitude spectrum of each frame is calculated; subse-

quently, the obtained power is mapped onto the mel-scale

using overlapping triangular windows. The logarithm of

each mel-frequency is then calculated and, finally, the
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discrete cosine transform is applied. MFCCs are therefore

the amplitudes of the mel-scaled spectrum. Typically, the

first 13 MFFCs are chosen because they are considered

to carry enough discriminative information in the context

of various classification tasks.

D. Statistics and Normalization
For each obtained feature vector, a series of statistics to

represent each available sample was extracted. The considered

statistics are listed next: 1) Mean, 2) Median, 3) Standard

Deviation, 4) Max, 5) Min, and 6) Standard Deviation with

respect to Mean. Standard normalization techniques are ap-

plied as well, including mean removal and variance scaling.

E. Clustering Process
For each considered feature set, i.e. (time, frequency, and

their combination), the following 3 steps have been carried

out: 1) the first one was the execution of the Elbow Method

in order to visualize the degree of error of a number of clusters

ranging from 1 to 14. 2) Then follows the Silhoutte Method

to identify the best k, thus choosing the k offering the highest

score. 3) Finally, the distribution of points of the k clusters is

visualized with a 2D graph. To this end, the feature space is

reduced using Principal Component Analysis (PCA), creating

a 2-dimensional dataset that is projected with the respective

labels predicted by the k-Means on the original input dataset.
1) Elbow Method: The Elbow Method is a heuristic used to

determine the number of clusters in a dataset. The main idea

is to execute k-Means for an interval of clusters k and for

each value calculate the sum of the squared distances from

each point to its assigned center (distortions). The variation

explained as a function of the number of clusters is then plotted

in order to identify the elbow of the curve as the number of

clusters to be used. In most cases, this process leads to the

value of k providing the most prominent variation.
2) Silhouette Method: The silhouette method is also consid-

ered to discover the optimal number of clusters. This calculates

the silhouette coefficients of each point which measure how

similar a point is to its cluster compared to other clusters,

providing a succinct graphical representation. The silhouette

value is specifically a measure of how similar an object is to

its cluster (cohesion) compared to other clusters (separation).

The silhouette value varies between [1, -1], where a high value

indicates that the object is well suited to its cluster and poorly

matched to neighboring clusters. The choice of the number of

clusters generally falls on the one with the highest silhouette

value.

F. Classification and Learning Models
Since the available cat breeds in the dataset are two,

the problem is essentially a binary classification one. We

employed models with different architectural complexity, i.e.

k-NN and MLP, in order to evaluate the degree of difficulty in

classifying the audio files with respect to every feature set. The

validation methods are identical in order to achieve a reliable

comparison. On top of these models, k-Means was used to

estimate the distribution of samples in the features space.

1) k-Means: k-Means is a partition group analysis al-

gorithm that aims to find k groups such that inter-cluster

distances are maximized and intra-cluster distances are min-

imized. As such, the algorithm with k = 2 predicts the

labels which are compared against the ground truth during

validation. Finally, we visualized the obtained results in order

to understand whether the samples are linearly separated in

the features space.

2) k-Nearest Neighbors model: The k Nearest Neighbors

(k-NN) model is a ”lazy” learning model; to predict the label

of an input sample it is based on the labels of the k closest

samples (of a reference set, typically the training set) in the

features space, and outputs the most frequent label among

those. After early experimentations, k was set equal to 3 as it

provided the best performance.

3) MLP model: The Multilayer Perceptron (MLP) com-

prises a feed-forward Artificial Neural Network (ANN) com-

posed of nodes organized at different layers, i.e. an input layer,

a hidden layer and an output layer. Apart from the input nodes,

every other node is a neuron that uses a nonlinear activation

function. Node weights are learnt via the back-propagation

algorithm. MLP is able to distinguish non-linearly separable

data, thus providing an alternative model to verify the linearity

of the problem at hand. In this work, we adopted a network

with two hidden layers: the first with a number of neurons

equal to half the input size and the second layer equal to a

quarter of the input size. The output layer has only one neuron

since the two labels can be translated to a binary classification

problem.

III. EXPERIMENTAL SET-UP

This section briefly describes the dataset and the param-

eterization with respect to the employed features, clustering

algorithms and classification methodologies.

A. The CatMeows Dataset

The employed dataset is the ”CatMeows” audio dataset [15]

which consists in 440 audio files containing cat vocalizations

coming from 21 different individuals belonging to 2 different

breeds while recorded in 3 different contexts. Each audio is

a PCM stream with a duration ranging from 1 to 3 seconds,

sampled at 8000 Hz with a single channel at a bitrate of 128

kbps. The number of samples in the dataset belonging to the

Maine Coon (MC) breed are 188, leaving 252 for the European

Shorthair (EU) breed. Although there are more samples for the

EU breed, the dataset is not highly unbalanced.

B. Feature Extraction, Statistics and Normalization

Feature extraction was carried out using librosa library

[17], while, after early experimentations, the frame size was

set equal to 1024 samples with a hop size of 512 samples.

Moreover, the first 13 MFCCs were considered. Subsequently,

the statistical functions were applied on the feature vectors of

each extraction method, concatenating them in the previously

mentioned order. Finally, each vector is normalized to zero

mean and unit variance.
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Fig. 2. Silhoutte criterion evaluating the goodness of clustering achieved 
using features time and frequency domain

C. Clustering

1) Silhouette and Elbow Methods: We employed two cri-

teria to evaluate the goodness of the clustering provided by

k-means, while k ranges from 1 to 14. The produced figures

are shown in Fig. 2 and 3 for silhouette (2 < k < 14) and

elbow (1 < k < 14) respectively.

D. Classification

1) k-means: For the prediction with k-means, we used

n_clusters = 2, while several metrics were then calcu-

lated (both for predictions with predicted labels taken directly

and inversely), i.e. confusion matrix, accuracy, etc.

2) k-NN: After early experimentations, k-NN model with

k = 3 was used during every stage, while it was evaluated

both on training and test sets. To assess the performance, we

Fig. 3. Elbow criterion evaluating the goodness of clustering achieved using 
features time and frequency domain

adopted the ten-fold cross validation protocol, while employ-

ing the same metrics as before for comparability.

3) MLP: The MLP model architecture is tabulated in Table

I along with the design parameters allowing full reproducibil-

ity. The first hidden layer has a number of neurons equal to half

of the input values rounded down (therefore for the three cases

9, 48, 57), while the second a quarter rounded to the lower

integer, i.e. (4, 24, 28). Both employ the relu activation func-

tion. The output layer features a single neuron with sigmoid
activation function. It should be mentioned that the learning

rate was 0.001, the loss binary cross-entropy and the metric

precision. The choice of the loss function is given by the fact

that the prediction must be optimized for a binary problem.

In addition, the following parameters were set for the re-

producibility of the experiment: np.random.seed(seed)
and tf.random.set_seed(seed), where seed = 0.

TABLE I.
THE MLP ARCHITECTURE

Component Number of neurons Activation function
Input Layer n (td:18, fd:96, t+f:114) n/a
Hidden Layer 1 n/2 (td:9, fd:48, t+f:57) ReLU
Hidden Layer 2 n/4 (td:4, fd:24, t+f:28) ReLU
Outoput Layer 1 sigmoid
optimizer Adam(learning rate = 0.001) n/a
loss binary crossentropy n/a
metrics precision n/a

IV. EXPERIMENTAL RESULTS

This section describes the results achieved by the aforemen-

tioned clustering and classification models.

A. Clustering

Fig. 3 and 2 show the results of clustering efficacy with

respect to every considered feature set. The graph of the Elbow

criterion (Fig. 3) does not show a particular detachment point

except perhaps slightly for k = 2. The result of k = 2 is

confirmed by the Silhouette Method (Fig. 2) with a prevalent

score of 0.3217 compared to the rest. It is worth noting that

both criteria are characterized by relatively similar values for

time-domain features, frequency-domain features as well as

their combination, with the highest difference being silhoutte

value for k = 2 in the time-domain features case.

B. Classification

1) k-Means: Table II is the confusion matrix obtained by

comparing the labels predicted by k-Means with the ground

truth for every considered feature set. It is interesting to note

in that approximately 99% of the samples with the EU label

were predicted correctly. This may be due to the fact that

EU samples are well concentrated in a certain space of the

time domain features. As for MC, there respective rate is

62%. Frequency domain as well as the fused set offered worse

results.
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TABLE II. k-MEANS CONFUSION MATRIX (%), IN THE FOLLOWING 
ORDER: TIME DOMAIN/FREQUENCY DOMAIN/TIME + FREQUENCY 

DOMAIN

Presented
Predicted MC EU

MC 62 / 74 / 74 38 / 26 / 26
EU 1.2 / 48 / 44 98.8 / 52 / 56

2) k-NN: The results achieved by the k-NN classifier are

remarkable considering the simplicity of the model, reaching

100% for MC and 96.4% when the fused feature set is

employed (see Table III). It should be mentioned that the value

of k providing the highest recognition rate was 3.

TABLE III. k-NN CONFUSION MATRIX (%) IN THE FOLLOWING 
ORDER: TIME DOMAIN/FREQUENCY DOMAIN/TIME + FREQUENCY 

DOMAIN

Presented
Predicted MC EU

MC 88 / 100 / 100 12 / 0 / 0
EU 1.2 / 9.6 / 3.6 98.8 / 90.4 / 96.4

3) MLP: MLP offers results characterized by higher rates,

since the specific classifiers allows processing non-linear data.

Table IV tabulates the achieved rates; we observe that MLP

reaches 100% for MC and 98.8% for EU when frequency

domain features are used demonstrating the efficacy of the

present solution. The combined use of feature sets does not

seem to bring significant improvements.

TABLE IV. MLP CONFUSION MATRIX (%) IN THE FOLLOWING ORDER:
TIME DOMAIN/FREQUENCY DOMAIN/TIME + FREQUENCY DOMAIN

Presented
Predicted MC EU

MC 95.9 / 100 / 98 4.1 / 0 / 2
EU 7.2 / 1.2 / 0 92.8 / 98.8 / 100

V. CONCLUSIONS

This article evaluated the performance of a wide variety of

acoustic features combined with traditional machine learning

algorithms to address automatic audio-based cat breed clas-

sification. The employed dataset and implementation of the

experiments are publicly available1 facilitating reproducibil-

ity. Interestingly, it was shown that the usage of statistics

to discriminate the available samples was quite effective

as demonstrated by the results of k-NN and the excellent

performance reached by MLP. The use of different features

(time and frequency) and their combination have not shown

much diversity, since quite high rates were achieved only time

domain features. Future developments related to the specific

problem could be the use of diverse features, e.g. wavelet,

1https://github.com/williamraccagni/cat breed acoustic classification

combined with more advanced classification models. Finally,

we intent to deploy and test the presented system by means

of a smartphone application.
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