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Abstract—Two methods of automatic extraction of terms are 
considered in the research. An experiment on the basis of 
educational texts from biology textbooks, that are used in state 
schools of Russia, is carried out. The way of evaluation of the 
proposed methods for correspondence of analyzed parameters to 
validation values is offered. 

I. INTRODUCTION 

Modern methods of natural language processing provide 
tools and methods for the text aggregation on a wide range of 
parameters. Text complexity according to the research [1] is 
analyzed: “…via linguo-mathematical, linguo-cognitive and 
machine learning methods”. Text complexity identification is 
possible with text analysis on its lexical level. Thus, the level of 
terminological diversity, the volume and number of terms in 
the text are metrics that can be counted. The number of terms in 
a text can serve as a measure of their complexity. Therefore, in 
the field of pedagogy it is important to be able to distinguish 
terms in texts [2]. 

In the field of school education, the analysis of texts for the 
presence of terms can allow the teacher to make a decision on 
the appropriateness of using an educational text for a certain 
level of students’ knowledge. Often, the use of materials that 
do not correspond to the cognitive abilities of students causes 
insufficient assimilation of educational material. 

Although school textbooks often provide a list of terms 
used, an examination of them reveals that such lists are usually 
far from complete. And as far as we know, there are no 
dictionaries of terms for schoolchildren, at least for the Russian 
language. Thus, the task of automatic extraction of terms from 
educational texts aimed at schoolchildren is relevant. 

II. STATE-OF-THE-ART 

The task of extracting terms is one of the most difficult 
tasks in natural language processing. There are different 
approaches of term extraction. The classical approach is the 
statistical one, that is based on the frequency of occurrence of 
words and phrases in a text or corpus compared to their 
frequency in the language as a whole. Typically, this approach 
is used to extract 2-word and longer terminological word 
combinations [3]. Its obvious disadvantage is that long word 

combinations may occur too infrequently. Another approach is 
the use of templates - the constructions typical for 
terminological word combinations, which contain information 
about the parts of speech of the words included in the 
construction, the syntactic relations between them [4]. This 
approach is characterized by high labor intensity in compiling a 
set of templates. 

Recently, the use of machine learning using deep learning 
neural networks has become predominant. This approach 
requires an extensive training set and specification of a set of 
features specific to the terms [5]. In the research [6] different 
neural network training methods for term extraction in Russian 
are compared. If the subject area of the text is clearly defined 
and there are large digital dictionaries for this area, it is 
possible to use them. In practice, hybrid methods with various 
additional tools are often used [7]. 

In the research of Braslavsky and Sokolov [8] the next 
approaches are considered: the usage of maximum length 
word-forms as term candidates via stop-words and text markup 
(MaxLen); the extension of terms that are large in length based 
on the original set of basic terms by means of Web search 
engines (k-factor); syntactic analysis of word chains based on 
word form meta-tagging (AOT). 

The research of Amir et al. [9] is based on the complex 
application of methods (statistical method with corpus 
aggregation; meta-tagging usage; TF-IDF; classification by 
gradient descent; neural network model training, validation by 
measures of precision, recall and F-measure). In the research of 
Augustyniak et al. [10] extraction of specific terminology 
(Aspect Term Extraction) based on vector representations of 
words (word2vec), the use of meta-tagging of word vectors, 
preliminary BIO-tagging (inside-outside-beginning) of chains 
of candidate word forms into terms, training of a recurrent 
neural network on the material of BIO-markup are described. 

The machine learning approach to extracting terms from 
text is based on the NER learning technology. NER itself 
stands for Named Entity Recognition. It is a subfield of Natural 
Language Processing (NLP) which involves identifying and 
classifying named entities in unstructured text, such as people, 
organizations, locations, dates, and numerical values. It is an 
important task in information extraction, document 
classification, and text analysis. By automatically identifying 
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and categorizing named entities, NER can assist in extracting 
useful information from large volumes of data, such as news 
articles, customer feedback, or social media posts. NER has a 
wide range of applications, such as chatbots, recommendation 
systems, and search engines. NER can be used as a tool to 
extract terms if the latter are pre-defined. 

In a number of cases, including in biomedicine, the term 
extraction problem and the NER problem are very close and are 
solved by a common method [11]. The research of Bruches and 
Batura [12] is based on the dictionary approach imposed on the 
corpus, its automatic markup, followed by training of the NER-
model and the model quality measures usage (precision, recall, 
F-measure). The research of Starostin, Bocharov and Alexeeva 
[13] as a method of term recognition uses fact extraction track 
to identify the related NER-entities. 

III. DATA AND METHODS 

For term extraction we tested two approaches: the 
dictionary approach and the NER-approach. The dictionary 
approach is based on superimposing a dictionary of terms of a 
certain field of knowledge on the text. The algorithm [14] is 
based on a six-step analysis of n-grams of words in term 
candidates with of word n-grams in the dictionary. Term 
candidates are pre-lemmatized. The result of the algorithm is 
an html-document with highlighted terms. 

The six-step analysis of the text is justified in view of the 
specifics of the statistical significance of the n-grams of the 
terminological dictionary [14] presented in Table I, formed on 
the basis of the terms of Gilyarov's biological encyclopedic 
dictionary. 

TABLE I. STATISTICS OF N-GRAMS IN THE DICTIONARY OF BIOLOGY. 

N-grams 1 2 3 4 5 6 7 8 
N of terms 21552 58781 6887 2150 168 50 8 3 

This feature of the dictionary allows us not to analyze the 
text at the level of 7 and 8-word n-grams. The dictionary 
approach is briefly described as follows: the word form of 
each term is processed and the initial word form (lemma) is 
returned. The lemmatized list of terms is combined with the 
initial list, a dictionary (data structure in Python) is created, 
where the key is the lemma of the term, and the value is a 
terminological unit, designed with the preservation of all 
affixations presented in the encyclopedic dictionary, note: 
клетка организм_ – клетка организмA (body cell), 
эукариотнЫЙ клетка – эукаритнАЯ клетка (eukaryotic 
cell). As Russian is a language that is ineffective to preprocess 
using stemming, we use lemmatization to save some lexical 
features. 

The text processing algorithm for lemmatization uses 
pipeline technology (pipeline). The input is text. The text is 
segmented into paragraphs, the set of paragraphs is formed 
into a tuple with data. Further, the elements of the tuple for 
processing are fed to the pipeline through a cyclic 
construction. The pipeline architecture contains such text 
processing components as: tokenizer, part-of-speech tag 
determiner, lemmatizer, syntactic parser, and named entity 
recognizer. For our purposes, only the tokenizer, the part-of-
speech tag qualifier, and the lemmatizer are used. So, a 
paragraph of text then contains linguistic features; the text is 

divided into words and symbols (tokens), each token contains 
information about the part of speech of the word form and its 
initial form. 

The elements of the tuple, containing linguistic features, 
are then fed to the input of six cyclic constructions. The first 
construction takes the first six-word forms and, with a step of 
one token, collects sequences of word form lemmas for 
checking with the keys of the terminological dictionary. 
Provided that a match is found, the ordinal numbers of the text 
tokens defined as terms are appended into the preformed 
nested tuple. This allows us not to re-apply to words and 
phrases already defined as a term. 5 further subsequent cyclic 
constructions are guided by the same principle. The difference 
is in the selection of word forms in descending order from 6-
component terms to single-word terms. The pipeline of the 
dictionary approach algorithm is presented in Fig. 1. 

 

Fig. 1. Dictionary approach pipleline 

Upon completion of these six cycles, the filled tuple with 
lemmatized terms is processed. The tuple is superimposed on a 
dictionary of terms and lemmas are replaced by the usual 
forms of words, which are given as the titles of dictionary 
entries, note: эукариотнЫЙ клетка – эукариотнАЯ клетка 
(eukaryotic cell). After that, a new dictionary is formed, the 
key of which is the term, and the value is the occurrence of the 
term in the text. So, the statistics of the frequency of terms is 
displayed. 

Basic html tools are used to visualize the operation of the 
algorithm. The analyzed text goes into the html document, the 
word forms of the terms are highlighted. At the end, text 
statistics is displayed. “Количество слов” parameter stands 
for the number of words, “Количество терминов” parameter 
stands for the number of terms, Количество уникальных 
терминов в тексте” parameter stands for the number of 
unique terms and parameter “Доля терминов в тексте” stands 
for proportion of terms in the text. An example of the 
visualization of the algorithm is shown in Fig. 2. 

 

Fig. 2. Visualization of dictionary approach algorithm’s result 
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For the implementation of NER-approach, the following 
stages of work were carried out: collection of a corpus of 
educational texts in biology; corpus cleaning; span labelling 
and model training. 

At the first stage, 10 biology textbooks included in the 
State Textbook list were collected. The second stage included 
work with optical text analyzers for extracting texts, 
subsequent cleaning and their restoration. At the third stage, 
using the NER annotator program, the marking of words and 
phrases (spans) was implemented. An example of markup is 
shown in Fig. 3. 

 

Fig. 3. NER-annotator interface 

After markup, the annotated corpus is formatted into a json 
file as a dictionary with nested data structures, which contains 
the name of the training entity tag and the boundaries of its 
segment (span) in the training example. A total of 12249 
training examples were marked up. 

So, the NER-approach is based on machine learning. A 
marked-up corpus [15] with spans (symbolic segments) in the 
training example of the corpus is fed to the input of the 
algorithm. The corpus markup is done by the NER annotator 
program [16]. After the corpus is formed, the program 
generates a json file with the BIOTERM tag. The result of the 
algorithm [17] is a NER model. After model is created, it is 
possible to highlight terms of an input text. The DisplaCy 
render in the SpaCy library allows us to cope with it. An 
example of visualization is shown in Fig. 4. 

 

Fig. 4. Visualization of NER-approach model implementation 

The list of identified terms is displayed in a tuple, the 
element of the tuple is a term. Using the SpaCy pipeline, terms 

are lemmatized, data is displayed on the total number of terms, 
the number of unique terms, the proportion of terms in the 
text, as well as a list of terms by frequency and alphabet. 

The learning algorithm is based on tok2vec, which uses a 
recurrent neural network, which contains 64 hidden layers and 
a volume for one training period – 1000 training examples. 

Such parameters are necessary to improve the accuracy of 
the term recognizer. 55 training periods were conducted. 10 
textbooks were used to train the model, including: 5th grade (5 
textbooks), 5th-6th grade (3 textbooks), 7th grade (1 
textbook), 7-8 grade (1 textbook). The corpus consists of 
255081 word-forms. To validate the model we use precision, 
recall and F-measure metrics [11]. They are calculated as 
follows: 

 

 

 

 

(1)

where TP is True Positive predictions, FP – False Positive 
predictions, FN – False Negative predictions. 

Validation of the NER model was carried out on 5 biology 
school-oriented texts [15] that are not contained in the training 
dataset. The results of model validation are in Table II. 

TABLE II. VALIDATION OF THE NER MODEL. 

№ Grade TP FP FN Precision Recall F1 
1 6 278 6 36 0.97 0.88 0.91 
2 7 200 13 24 0.93 0.89 0.91 
3 8 169 5 15 0.97 0.87 0.91 
4 9 94 20 16 0.82 0.85 0.84 
5 10 159 6 40 0.96 0.79 0.87 

Table II shows metrics of precision, recall and F-measure. 
There is a separation into two categories, where on texts up to 
grade 9, the F-measure is 91%. On texts from grades 9 to 10, 
the F-measure is 87%. There is the next tendency: the quality 
of the model’s work gets worse as well as the level of a text 
gets higher. This trend, we suppose, is caused by the nature of 
the training dataset, which contained more text data from 6-8 
grade level textbooks than 9-10 grade level ones. Overall, we 
used standard pipeline for SpaCy library to build a NER-
model. The pipeline scheme we used to train RNN is presented 
in Fig. 5. 

 

Fig. 5. NER-model pipeline scheme 

The comparative analysis of the approaches is based on the 
degree of deviation from the values of validation indicators for 
a number of parameters. These parameters are: the number of 
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terms in the text, the proportion of terms in the text, the 
number of unique terms in the text. 

The first parameter is calculated by counting all found n-
grams in the analyzed text. The second parameter summarizes 
the n-gram tokens and divides them into the word tokens of 
the entire text. The third parameter is calculated by counting 
the terminological variety (the term identified for the first time 
later in the text is not considered). The dictionary-based 
algorithm already contains tools for calculating these 
parameters. 

An additional algorithm was written to calculate the 
parameters when applying the machine learning approach 
[18]. The data for comparative analysis on three parameters 
contain validation values for texts, the values of the dictionary 
approach and the approach with NER. In total, 15 educational 
texts [15] on biology for the secondary level of education are 
analyzed. 

IV. RESULTS 

To validate both approaches, we have generated variational 
statistics on three parameters (the proportion of terms, the 
number of terms, the number of unique terms). With the help 
of proven methods, it is possible to derive three main 
parameters for terminological content: 

1) the number of terms by volume of text (total number of 
terms); 

2) the proportion of terms in the text (word forms of terms 
/ all word forms); 

3) the number of unique terms (the term is counted once if 
it is met in the analyzed text). 

To implement the calculation of the first parameter, the 
length of the tuple with lemmatized terms is considered. The 
calculation of the second parameter involves counting all word 
forms stripped of punctuation marks. Information about the 
number of word forms of terms is stored in a nested tuple to 
prohibit access to certain terms. 

Private word forms of terms and all word forms are 
rounded to 3 decimal places. This metric shows the amount of 
terminological apparatus that the text contains. To count 
unique terms, a dictionary of the frequency of found terms is 
aggregated. To do this, the sum of its keys is calculated. 

The validation general set contains 15 observations (texts) 
for analysis, covering the educational texts of biology 
textbooks for secondary school (grades 5-9). Descriptive 
statistics on the parameter number of terms per text is 
presented in Table III. 

TABLE III. NUMBER OF TERMS. 

Approach N texts Mean Min. Max. Std. Dev. 
Validation 15 136.4 86 189 26.9 

Dictionary approach 15 184.7 109 226 36.9 
NER 15 128.9 81 159 22.4 

According to the parameter “number of terms”, NER 
provided data close to authentic. The average value from the 
validation general set is 8 terms, in contrast to the dictionary 
approach (48 terms). The minimum value of NER is also 
closer to validation set with inaccuracy of 5 terms, with a 
dictionary approach the inaccuracy is 23 terms. According to 
the maximum value, both the dictionary approach and the 

NER are approximately equidistant from the value of 
validation statistics (37 and 30 terms, respectively). 

Despite this, it cannot be said that both sets of observations 
differ greatly from the validation one, since the standard 
deviation in NER differs from the validation one by 4 units, 
and with the dictionary approach – by 12 units. This means 
that the values of NER are closer to the values of the 
validation set. A comparative graph of approaches for the 
number of terms parameter is shown in Fig. 6. 

 

Fig. 6. Comparative graph for the parameter “number of terms” 

where ○ is validation plot, □ – dictionary approach plot, ◊ – 
NER plot, vertical axis – number of terms, horizontal axis – 
number of texts. As shown in the figure, according to the 
parameter “number of terms”, the values of NER are the 
closest to validation set. The dictionary approach slightly 
overestimates the values for this parameter, but, in general, 
both approaches approximately equally reflect the pattern of 
real data. 

Descriptive statistics on the parameter “proportion of 
terms” is presented in Table IV. 

TABLE IV. PROPORTION OF TERMS. 

Approach N texts Mean Min. Max. Std. Dev. 
Validation 15 0.371 0.27 0.52 0.07 

Dictionary approach 15 0.331 0.28 0.43 0.04 
NER 15 0.416 0.29 0.53 0.07 

On average, the real value of terms proportion is 37%. 
Both in the dictionary approach and with NER, the deviation is 
4%. The minimum value of the terms proportion in the 
dictionary approach is closest to validation set. The deviation 
from validation set in the NER is 2 percent. The maximum 
value of the NER term proportion is the closest to the 
validation set. 

The deviation is 1%, in contrast to the dictionary approach, 
the deviation is 9%. According to the distribution of 
observations, NER is closest to validation (deviation of 0.01 
units), the dictionary approach has a deviation of 0.02 units. A 
comparative graph of approaches for the parameter 
“proportion of terms” is shown in Fig. 7. 
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Fig. 7. Comparative graph for the parameter “proportion of terms” 

where ○ is validation plot, □ – dictionary approach plot, ◊ – 
NER plot, vertical axis – proportion of terms, horizontal axis – 
number of texts. According to the set of measurements, there 
is a slight overestimation of the NER values relative to the 
validation set. The dictionary approach slightly underestimates 
the indicators regarding validation set. In general, both 
approaches repeat the change in the values of the validation 
set. Descriptive statistics on the parameter “number of unique 
terms” is presented in Table V. 

TABLE V. NUMBER OF UNIQUE TERMS. 

Approach N texts Mean Min. Max. Std. Dev. 
Validation 15 83.3 53 106 17.8 

Dictionary approach 15 72.3 49 91 13.8 
NER 15 91.5 62 120 17.5 

According to the parameter “number of unique terms”, the 
average value of validation set is 83 terms. The deviation 
according to the dictionary approach is 11 terms, the deviation 
according to the NER is 9 terms. According to the minimum 
value from validation (53 terms), the deviation from the 
dictionary approach is 4 terms, for NER – 9 terms. According 
to the maximum validation value (106 terms), the inaccuracy 
of the dictionary approach is 16 terms, for NER – 14 terms. 
The standard deviation for validation is 17 units, the set of 
observations for NER is the closest to validation set in terms 
of uniformity (17 units), in contrast to the dictionary approach 
– 13 units. A comparative graph of approaches for the 
parameter “number of unique terms” is shown in Fig. 8. 

 

Fig. 8. Comparative graph for the parameter “number of unique terms” 

where ○ is validation plot, □ – dictionary approach plot, ◊ – 
NER plot, vertical axis – number of unique terms, horizontal 
axis – number of texts. According to the set of measurements, 
there is a slight overestimation of the NER values relative to 
the validation set. 

The dictionary approach slightly underestimates the 
indicators regarding validation. The underestimation of values 
is most clearly observed in the last 4 measurements. In 
general, both approaches repeat the change in the values of the 
validation set. To check the deviation of the values, we 
calculated percentage for each observation for each analyzed 
parameter and derived a new data set [8]. The average values 
are shown in Table VI. 

TABLE VI. DEVIATION FROM VALIDATION OBSERVATIONS. 

Approach N Terms Terms 
Proportion 

N Unique Terms 

Dictionary approach 34.45% 10.53% 14.21% 
NER 5.50% 15.17% 12.34% 

According to the parameters “proportion of terms” and 
“number of unique terms”, both approaches show deviation of 
5 and 2%, respectively. Strong differences are present in the 
analysis of the parameter “number of terms”. NER for this 
parameter represents the most approximate values, in contrast 
to the dictionary approach (the difference is 30%). This 
difference is expressed in the specifics of the algorithm based 
on the dictionary approach. 

We have identified typical errors of the algorithm, which 
lead to such inaccuracy: 

1) sensitivity to the work of the lemmatizer (the precision 
of any lemmatizer cannot cover absolutely all words of the 
language) – highly specialized terms may not be captured by 
the algorithm, since the dictionary contains word forms in the 
initial forms of words, note: камбиЕМ instead of камбИЙ 
(cambium), цитоплазМЕ instead of цитоплазМА 
(cytoplasm); 

2) homonyms, note: каркас (frame), класс (category), тип 
(type), форма (form), пол (sex) etc.; 

3) the absence of words or phrases in the dictionary of 
terms, which is the reason for capturing two or more terms that 
are part of one, note: межклеточное пространство 
(intercellular space), клетка-железа (gland-cell) etc. 

V. CONCLUSION 

This article presents applicability of two methods for 
extracting terms from school textbooks. They are applied to a 
collection of 10 biology textbooks for secondary schools in 
Russia. The dictionary method is rarely used nowadays, but in 
this case its use is justified, since we have a large encyclopedic 
dictionary of biology terms with more than 90,000 
terminological units. The dictionary used is the largest 
dictionary of biological terms in Russian, covering all levels of 
biological terminology, including those from school textbooks. 
All other dictionaries are much smaller, so when applying the 
dictionary approach to extracting terms from biology texts, its 
use is the only option. The standard SpaCy and tok2vec tools 
were used to implement machine learning, allowing both 
verification of our results and easy application of our approach 
to other subject areas. In the machine learning approach, the 
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neural network was trained on texts of the type from which the 
terms are supposed to be extracted in the future. 

The two methods are compared on three parameters. The 
parameter “number of terms” and its variant “proportion of 
terms” provide a practical visual representation of the quality 
of the method, as can be seen in diagrams 6-8. Counting at the 
level of unique terms was previously used in the article [19] 
specifically on biological topics. 

Thus, the approbation and comparison of algorithms for 
term extraction revealed that both approaches are equally 
applicable to the extraction of terminology, since the trends of 
approximation of data values repeat the trends of the graph of 
the validation set. 

The dictionary approach has the following characteristics: 
- advantages: scalability (it is possible to connect a 

terminological dictionary of another field of knowledge), 
flexibility (the ability to remove homonyms and homonymous 
phrases from the dictionary), as well as the ability to upload 
data (lists of terms by alphabet and frequency). 

- disadvantages: it does not solve the problem of 
homonymy, interterms, general scientific terms and words 
with polysemy are also captured by the algorithm, it is 
sensitive to the work of the lemmatizer and typos. 

Named Entity Recognition approach has the following 
characteristics: 

- advantages: accuracy (word forms and phrases that are 
present in the corpus are captured), the problem of homonymy 
is partially removed (thanks to tok2vec), there is no need to 
work with a dictionary, speed (text analysis for the presence of 
terms occurs in less than a second). 

- disadvantages: the conversion of a term into a dictionary 
form is possible only through the processing of a dictionary 
approach, the accuracy of training depends on the volume of 
training examples (manual marking of the corpus requires a 
significant time resource). 

The methods that are presented in the article can be used to 
solve the applied problem of assessing the complexity of 
educational texts for schoolchildren. The dictionary approach 
may be transferred into other termfields in school discourse as 
well as Named Entity Recognition approach, particularly if we 
apply verified termlists. The main result of the study is the 
equal applicability of both methods for extracting terminology 
from school textbooks, provided, of course, by a large 
common dictionary on the subject area. 
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