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Abstract—Three-dimensional reconstruction has become an
essential tool in many fields, including archaeology, architecture
and civil engineering. The use of drone swarms for 3D recon-
struction has gained momentum due to their ability to cover large
territories, obtain high-resolution images and work in dangerous
or remote places. However, the use of drone swarms for 3D
reconstruction is also fraught with significant problems and
limitations. One of the serious problems is the limited flight time
of drones, which can affect the amount of data that can be ob-
tained in one flight. In this article, we evaluate existing solutions
and identify the main problems and limitations associated with
drone swarms for 3D reconstruction. We also propose a solution
concept for three-dimensional reconstruction using a centralized
control drone swarm architecture, pre-planned trajectories and
photogrammetric tools for building three-dimensional models.

I. INTRODUCTION

In recent years, three-dimensional reconstruction process of

buildings has become increasingly significant. This can be

attributed to the expansion of urban areas and the growing

need for accurate information regarding structures with di-

verse purposes. The reconstruction includes the creation of

a precise and detailed model of the building, which can be

utilized for various purposes, such as urban planning, facility

management, and building inspection [1], [2].

However, the traditional methods of three-dimensional re-

construction are fraught with difficulties, as they require

manual control and measurements, which can be both time-

consuming and labor-intensive, and often lead to incomplete or

inaccurate data. Nevertheless, the recent development of drone

technology has significantly enhanced the three-dimensional

reconstruction, making it faster, more accurate, and safer.

The use of drone swarms equipped with cameras and

sensors allows for the collection of high-quality images and

data from different perspectives, providing a detailed and

accurate representation of the structure and layout of the

building. Additionally, drones can access hard-to-reach areas,

which may pose safety risks or lack accessibility, making

data collection difficult or dangerous. Consequently, the use of

unmanned aerial vehicle (UAV) technology has revolutionized

the three-dimensional reconstruction of buildings.

A swarm of drones is a system of interacting agents

designed to accomplish a specific task. The primary goal of

the swarm is to use a system of simple agents instead of a

complex agent, providing flexibility, reliability, and scalability.

In the task of three-dimensional reconstruction, a swarm of

drones has several advantages over a solution that uses a

single drone. Firstly, drone can capture high-quality images

and data from various angles, providing detailed and accurate

information about the structure and layout of a building.

Secondly, drones can explore hard-to-reach areas such as roofs,

facades, or ground-level structures, where safety issues or

lack of access may hinder or make data collection dangerous.

Thirdly, a swarm of drones can distribute tasks among the

drones, providing parallel processing and faster data collection.

The aim of this study is to analyze the using of drone

swarm in 3D reconstruction task for developing the system

concept that allows to perform the process of data collection

and reconstruction adaptively. The main objectives of the study

are:

1) To identify the main ideas of drone swarm control for

3D reconstruction tasks.

2) To investigate the existing methods using drone swarms.

3) To define the main problems of using a drone swarm in

3D reconstruction case of large objects.

4) To develop a solution concept for 3D reconstruction task

using a swarm of drones.

The rest of the paper is organized as follows. Section II

discusses the current state of the field. Sections III and IV

provide a description of the literature review and selected

papers. Sections V and VI contain a description of the com-

parison criteria and a comparative analysis of existing works.

Section VII discusses the review and describes the concept of

a possible solution. Section VIII contains the conclusion and

summary of the study.

II. STATE OF ART

As research progresses, it’s important to gain an in-depth

understanding of the current state of the art in this field. In

this section, delving into the architecture of swarm agents, the

control methods utilized to coordinate these agents, and the

various approaches that researchers have taken to build 3D

models using drone swarms will be discussed.

A. Architectures of swarm agents

There are several architectures of drone swarms that can be

used for 3D reconstruction of buildings using RGB images.

Generally, these architectures involve coordinated flight of

multiple drones to obtain overlapping images, which can be

used to create a 3D model [3]. One approach involves using
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a leader-follower swarm, where the main drone leader is

equipped with a high-resolution RGB camera and flies along

a pre-planned trajectory over the target area, while a group of

smaller drones (followers) fly in formation around the leader,

capturing additional images from various angles. The images

are then combined to create a complete 3D model.

Another approach involves using a fully autonomous swarm,

where each drone is equipped with its own camera and is

coordinated with others in real-time to avoid collisions and

ensure adequate coverage of the target area. This approach

requires more complex coordination algorithms and may be

more computationally intensive, but it provides greater flexi-

bility and adaptability in the data collection process.

B. Methods of control

When choosing methods for controlling a swarm of drones

for three-dimensional building reconstruction, several methods

can be considered [3], [4].

1) Centralized control: In this method, one central con-

troller or ground station controls the movements of all drones

in the swarm. The controller sends commands to the drones,

such as their height, speed, and location, using radio signals or

other communication systems. The advantage of this approach

is that it provides precise drone coordination and is reliable in

terms of maintaining accuracy in determining location.

2) Decentralized control: Unlike centralized control, de-

centralized control distributes control among individual drones

in the swarm. In other words, each drone is responsible

for autonomous navigation and decision-making about its

movements based on its observations and communication with

other drones in the swarm.

3) Hybrid control: This method combines aspects of cen-

tralized and decentralized control. Under this approach, the

central controller may provide a general flight trajectory or

waypoints for each agent, while drone itself uses sensors and

other data to adjust its movements in real-time.

In general, the choice of control method depends on various

factors, such as the size of the swarm, accuracy requirements,

and the capabilities of the drones themselves. Software devel-

opment also requires consideration of aspects such as collision

avoidance and communication between drones, and battery

discharge.

C. Approaches to building a 3D model

In recent years, there has been significant research into

developing methods for constructing three-dimensional models

based on RGB images. RGB input data refers to the photos

captured by drone cameras and other sensor data, like GPS

or odometry. The construction of a three-dimensional model

can be achieved through various methods, including stereo

reconstruction, structure from motion (SfM), multi-view stereo

(MVS), and simultaneous localization and mapping (SLAM).

The construction of a three-dimensional model can be based

on assumptions or a preliminary data, such as the shape of the

object or its dimensions. However, in most cases, the model

is constructed based on the features extracted from the input

data. The process of constructing a three-dimensional model

can be divided into several stages, including feature extraction,

correspondence estimation, and surface reconstruction.

The quality of the constructed three-dimensional model

depends not only on the accuracy of the input data but also

on the algorithm used to construct the model. It is essential to

evaluate the qualitative properties of the constructed model

and approach, such as how to parameterize or change the

model, estimate its accuracy, and treat any noise present in

the final model. It is also important to consider whether the

process can be configured or changed and to identify the most

significant bottlenecks of such methods that may be important

when working with them.

1) Structure from Motion: One of the popular methods of

constructing a 3D model using RGB images obtained from

monocular cameras is through Structure from Motion (SfM)

techniques. SfM techniques rely on finding correspondences

between features in multiple images and using them to es-

timate the 3D structure of the scene. Some popular SfM-

based approaches for 3D reconstruction are VisualSfM [5],

COLMAP [6], OpenMVG [7], and Bundler [8].

2) Multi-View Stereo: MVS involves using multiple images

of a current scene from several viewpoints to compute a

dense point cloud, which is then used to generate a 3D mesh.

This technique is useful for generating highly detailed 3D

models from a large number of images, but it can be sensitive

to changes in lighting and requires significant computational

resources. One popular MVS software is COLMAP [6].

3) SLAM: SLAM is a technique that allows a mobile robot

or a camera to construct a map of an unknown environment

while simultaneously keeping track of its own position within

that environment. This technique has been adapted for 3D

model construction, where the camera’s movement and en-

vironment are mapped to produce a three-dimensional model.

Researchers have proposed various SLAM algorithms for 3D

modeling, such as ORB-SLAM [9], LSD-SLAM [10], and

Semidirect Visual Odometry (SVO) [11].

III. LITERATURE OVERVIEW

A. Search Principles

In order to conduct a thorough search for scientific papers

on the use of drone swarms for 3D reconstruction, a variety of

search queries were used. These queries included terms such

as ”drone swarm”, ”RGB imagery” and ”3D reconstruction”.

Search engines and academic databases were used, including

Google Scholar, IEEE Xplore, and ScienceDirect. The search

principles are refined in order to find scientific papers within

the past five years that are published in international journals

and that are directly relevant to the topic of using drone

swarms for 3D reconstruction based on RGB images.

B. Filtering Criteria

After conducting the initial search for articles on the use of

drone swarms for 3D reconstruction based on RGB images,

we developed the following criteria to filter articles:
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1) Relevance: In terms of relevance, articles were selected

based on their potential to contribute to the understanding of

drone swarm technology for 3D reconstruction. Specifically,

we sought articles that discussed the use of drone swarms for

3D reconstruction based on RGB images, and that described

specific applications or technologies in this field.

2) Quality: To assess the quality of the articles, a variety of

factors were considered. We evaluated the methodology used

in the articles to ensure its soundness, and assessed whether the

results presented were robust and the conclusions supported by

the data presented. Additionally, we considered the reliability

of the findings and their potential impact on the field of 3D

reconstruction.

3) Focus: The focus of the articles was also taken into

account when filtering the search results. We sought articles

that were specific to the research question and provided novel

findings or innovative approaches to using drone swarms for

3D reconstruction. Articles that presented a general review of

literature on the use of drones for 3D reconstruction but were

not focused on the specific research question were excluded.

4) Reliability: Finally, we evaluated the reliability of the

articles based on several factors. The Hirsch index of authors,

the level of citation of the article, and the reputation of the

journal or publisher were all taken into consideration. We

prioritized articles written by authors who were considered

experts in the field or had a proven track record of publishing

high-quality research.

Initially, according to the described queries, about 50 arti-

cles were found, affecting the use of drones and the process of

three-dimensional reconstruction. By applying these filtering

criteria, 6 works were selected, discussed below.

IV. EXISTING SOLUTIONS

A. Lundberg C. et al

The article [12] proposes a rapid 3D modeling system

based on drone swarm. The article discusses two models of

drone behavior that are fused in the decision-making process:

hovering (swarming) and data collection. As part of the work,

methods of swarm coordination using GPS coordinates and

inertial navigation systems to determine the position and

orientation of the drone, as well as using a ground control point

(GCP), are proposed. Additionally, the drones have a neighbor

agent info (NAI) which provides position of the other agents

in the swarm. The authors use the VisualSFM algorithm to

build three-dimensional models that merge the collected data

by a parallel GPU (Graphics Processing Unit) computing.

B. Rakha T., Gorodetsky A.

The article [13] provides an overview of the use of drones in

the field of energy audit using three-dimensional reconstruc-

tion, as well as conducts their research on the applicability of

technologies. Since pre-planned non-overlapping trajectories

are used for drone movement, the solution can be expanded to

the use of multiple drones. Also the authors empirically found

that the stripe pattern and the archimedic spiral are effective

methods for drone path planning. Drones are equipped with

cameras and infrared sensors, data from which is processed by

photogrammetry software such as Pix4D [14], DroneDeploy,

and Agisoft Photoscan [15].

C. Paula N. et al.

The article [16] introduces a modular solutions for control-

ling multiple drones, providing path planning and autonomous

drone control capabilities. To use multiple drones, the research

area is divided into several zones in which each drone moves

independently, collecting data from a fixed height, moving

along a strip trajectory. The specific tools of three-dimensional

reconstruction are not described in the article, since the authors

focused on creating a simple interface for controlling and

planning the trajectory for multi drones.

D. An Q., Shen Y.

The authors [17] consider the use of several drones in

the task of active reconstruction. The main purpose of the

study is to propose a scheme for choosing the best camera

configuration for data acquisition, which uses Next-Best-View

approach [18], [19]. The configuration is a drone location and

camera orientation.

Elliptical trajectories are used as the trajectories of drone

movement in the work. The images collected by each drone

are used to build a local three-dimensional sub-model using

SfM and MVS algorithms, which are then integrated into the

final model.

E. Aydın M. et al.

The article [20] describes the key components of a MVS-

based 3D reconstruction system, including the agents, the

communication protocols between agents, and the data fusion

mechanism used to combine the output of the individual

agents. The authors also present a taxonomy of MVS-based

3D reconstruction systems, based on the number and type of

agents used. Finally, the authors provide several case studies

demonstrating the effectiveness of MVS-based 3D recon-

struction in various applications, including archaeological site

reconstruction, indoor mapping, and outdoor terrain mapping.

F. OptiMaP

The article [21] proposes the swarm-powered Optimized 3D

Mapping Pipeline (OptiMaP), that using edge computing and

ad-hoc cloud paradigms come in support to keep the recon-

struction stage locally. The authors describe the principles of

the organization of drones and their movement by dividing

the study area into sections with independent trajectories for

each drone. The system optimizes workload generation and

distribution by using Variable Neighborhood Search (VNS)

[22] based heuristics, which solves the problem of coverage

distribution for special swarm-based clouds (CAPsac) [23].

OpenDroneMap [24] toolkit is used to build three-dimensional

models. The system is implemented as a collaborative embed-

ded Robot Operating System (ROS) [25] application.
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V. COMPARISON CRITERIA

Now that we have conducted the primary search, it is

necessary to compare and evaluate the selected solutions, we

can group the criteria into the following categories:

A. Solution architecture

1) Organization of agents: Drone swarms can be organized

into three categories: homogeneous, heterogeneous, or mixed.

• A homogeneous organization involves drones with the

same capabilities and sensors.

• A heterogeneous organization comprises drones with

varying capabilities and sensors.

• A mixed organizations have both homogeneous and het-

erogeneous drones.

2) Control of agents: The control of agents refers to how

the drones are controlled during the operation. It can be

centralized, decentralized, or hierarchical.

• In centralized control, a single device controls all drones.

• Decentralized control is where each drone is autonomous

but can communicate with the other drones.

• Hierarchical control is where drones are grouped and

controlled according to their capabilities.

3) Communication between agents: Communication be-

tween agents is essential to ensure proper operation.

• Direct communication means that all agents can commu-

nicate with each other.

• Nearest neighbor communication is where drones com-

municate with their immediate neighbors. The ”neigh-

borhood” can be defined by the central controller, for

example, as the nearest drones or other drones in the

field of view.

• Autonomous movement is where there is no communica-

tion between drones.

B. Level of autonomy

This criteria group refers to the degree of autonomy used in

the drone swarm for 3D reconstruction based on RGB images.

The most frequent degrees are:

• direct operator control (no autonomy)

• independent movement of drones along a given trajectory,

for example, reported by a central controller under the

supervision of the operator or without his participation

• autonomous movement in an unknown environment (full

autonomy)

It could include features such as autonomous navigation and

obstacle avoidance.

1) Considered object shape: An important factor to con-

sider is the shape of the object under study. This refers to the

shape and complexity of the object being captured by the drone

swarm, as this can affect the flight path and data collection.

Some drone solutions are restricted to certain shapes, while

others can handle any shape.

2) Trajectory construction principles: This refers to

whether a pre-planned trajectory is used by the drone swarm

during flight. The trajectory can be built in advance before the

start of the mission, or drones can move autonomously, gener-

ating a trajectory as they move in area. Because the trajectory

is a common feature in many solutions, allowing for automatic

movement without the need for operator intervention.

3) Trajectory shape: The shape of the flight path used by

the drone swarm during data acquisition is also an important

consideration. Drones may move in a zigzag, circle, or indef-

inite path.

C. Data

1) Collected data: The main type of data collected can be

either RGB or RGB-D. RGB data is used to capture color

images, while RGB-D data includes depth information.

2) Additional data: Additional data collected or used in the

process includes GPS, IMU, and GCP. GPS provides location

data, IMU measures acceleration and rotation, and GCP refers

to ground control points used for accuracy assessment.

3) Preliminary data: This criteria refers to any preliminary

data used to assist with the 3D reconstruction process. For

example, solutions can use point clouds obtained with lidar as

a map for planning and moving drones [26], [27].

D. 3D reconstruction

1) Image overlap: Image overlap is the percentage of image

overlap used to create the 3D model.

2) Reconstruction tools: The tools used to obtain a three-

dimensional model can vary, such as Structure from Motion

(SfM), Multi-View Stereo (MVS), and Light Detection and

Ranging (LIDAR).

E. Equipment

1) The number of agents: The number of agents used in the

system, such as the number of drones, can affect the efficiency

and accuracy of the operation.

2) Drones/cameras: The models of drones and cameras

used in the operation can also vary, affecting the quality of

data collected.

F. Accuracy

The measurement of accuracy is essential in assessing

the quality of the 3D model created. So we need to take

into account which methods of evaluating the constructed

trajectories and three-dimensional models are used in reviewed

works.

By considering each criterion, it is possible to determine

which solution best fits the intended use case.

VI. COMPARATIVE ANALYSIS

A. Solution architecture

We determined that the most popular system architecture

is centralized by comparing the solution architectures shown

in Table I. Hybrid architecture implies the implementation

of some calculations, for example, partial image processing
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(Lundberg C. et al) or local map construction (OptiMaP) on

agents in the presence of a ground computing center.
All solutions implement direct communication between

agents, i.e. each drone has information about other drones, this

is provided by the central node that maintains communication

with all drones.
Most solutions use a heterogeneous organization of agents,

i.e. drones perform the same tasks during the flight. Heteroge-

neous organization in Lundberg C. et al and OptiMaP implies

the presence of one main drone (leader) and several less

powerful drones (followers) following the leader and collecting

additional information about the object.

TABLE I. COMPARISON OF SOLUTION 
ARCHITECTURES

Agent System Connection
Lundberg C. et al heterogeneous hybrid direct

Rakha T., Gorodetsky A. homogeneous centralized direct
Paula N. et al homogeneous centralized direct

An Q., Shen Y. homogeneous centralized direct
Aydın M. et al. heterogeneous hybrid direct

OptiMaP homogeneous hybrid direct

B. Autonomy level
Comparing the level of autonomy of solutions, the results

of the comparison are shown in Table II, we found that all

solutions apply the approach of constructing the flight path of

drones before the mission. In such cases, the mission does not

require an operator to control the drones, which move along

the planned trajectory due to the commands of the central

node.
Most solutions do not use restrictions on object shape under

observing, but limit the area under observing by specifying

global coordinates, for example, using GPS.
The most used drone path shape is a strip path, but works

Lundberg C. et al and An Q., Shen Y. note good results when

flying along an elliptical or spiral trajectory.

TABLE II. COMPARISON OF SOLUTION 
AUTONOMY LEVEL

Object shape Path shape
Lundberg C. et al - spiral

Rakha T., Gorodetsky A. cube strip
Paula N. et al - strip

An Q., Shen Y. cube ellipse/sphere
Aydın M. et al. - strip

OptiMaP - not specified

C. Data
Table III describes the data used and collected. During path

planning and mission execution, reviewed works do not use

any additional input data about considered object, for example,

point clouds obtained using ground LIDAR, except for the

parameters of observing area.
Solutions used data from RGB cameras as collected infor-

mation about object, except for Rakha T., Gorodetsky A. that

also collects data from infrared sensors.

To increase the accuracy of the drone localization and

further image processing, some solutions use GPS data, as well

as data from the drone inertial system (Rakha T., Gorodetsky
A.).

TABLE III. COMPARISON OF DATA USED IN 
SOLUTION

Collected data Additional data
Lundberg C. et al RGB-images GPS

Rakha T., Gorodetsky A. RGB+infrared data GPS+INS
Paula N. et al RGB-images GPS

An Q., Shen Y. RGB-images -
Aydın M. et al. RGB-videos -

OptiMaP RGB-images GPS

D. 3D reconstruction

Some works use image overlap at the level of 90%, with a

recommended range of 60-80%, which increases the accuracy

of the resulting model, but requires more images. However,

most solutions do not explicitly specify the overlap percent-

age used. The most used approach for constructing three-

dimensional models is SfM. Works Paula N. et al and An
Q., Shen Y. focus on planning and controlling a swarm of

drones, so the authors do not explicitly describe the process

of constructing three-dimensional models.

The results of the comparison are presented in Table IV.

TABLE IV. COMPARISON OF SOLUTION 
RECONSTRUCTION

Image overlap (%) Toolkit
Lundberg C. et al not specified SfM

Rakha T., Gorodetsky A. 95 SfM
Paula N. et al not specified not specified

An Q., Shen Y. not specified not specified
Aydın M. et al. not specified SfM + MVS

OptiMaP 90 SfM

E. Equipment

Most of the work during the experiments used 3-4 drones.

At the same time, An Q., Shen Y. and Aydın M. et al. describe a

general approach, and OptiMaP uses simulation, so the authors

do not provide descriptions of specific drone models.

The results of the comparison are presented in Table V.

TABLE V. COMPARISON OF SOLUTION 
EQUIPMENT

Agent numbers Drone/camera models
Lundberg C. et al 3 DJI S1000+/Parrot AR

Rakha T., Gorodetsky A. N DJI Inspire 1
Paula N. et al 3 DJI Flamewheel F550

An Q., Shen Y. N not specified
Aydın M. et al. 1-4 not specified

OptiMaP 5 simulation (not specified)
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F. Accuracy

Most solutions do not evaluate the accuracy of the con-

structed model by comparing point clouds, because they do not

have a priori data or an accurate model created, for example,

using LIDAR technology. Rakha T. Gorodetsky A. and Paula
N. et al, focusing on the construction of motion trajectories and

drone control, compare the real trajectories of drones after a

fliyng with those planned paths using way points. An Q., Shen
Y. uses MSE trajectories of drones relative to ground truth.

VII. RESULTS

At the moment, swarm drones with RGB cameras are used

for three-dimensional reconstruction of buildings in several

areas, such as construction, architecture and tourism [28].

A. Main problems and solutions

However, there are some problems and limitations that may

make it difficult to use these solutions.

1) Limited range: Most swarm drones have a limited range,

which can make it difficult to reconstruct large buildings in

three dimensions. For example, if a swarm drone has a range

of 1 kilometer, and it needs to reconstruct a very large building

at a distance of 2 kilometers, then for these purposes it will

require moving the drone or using a large number of swarm

drones.

2) Limited autonomy: Due to the limitations of the auton-

omy of most drone models, they require constant monitoring,

for example, during long flights, it may be necessary to charge

the battery, which requires an operator.

3) Localization of camera: The instability of the drones

may cause the camera position to shift, which may affect the

accuracy of the three-dimensional reconstruction. For example,

if the drone is at a height, even a small wind can shift its

position, which can lead to errors during the reconstruction of

the building.

Also, we need to remember the necessary flight zones

permits for drone use, as well as possible violations of people’s

privacy [29]–[31].

Some of the limitations can be solved by using more

expensive and powerful drones, this way we can

• extend the range and ensure reliable communication

between the drones and the ground stations

• increase the autonomous flight time of the drones, prevent

loss of control during prolonged operation

However, one of the advantages of drone swarms used is

the low cost of agents, which allows to improve the quality

and speed of work due to their number.

For solving the problem of localization of drones, stabi-

lization systems can be used, which will be able to eliminate

the drone instability and ensure the accuracy of the camera

location [32]. It is also useful to apply additional navigation

systems, such as GCP and GPS. This solution can help

determine the exact location of the drone and camera, which

will ensure high accuracy in three-dimensional reconstruction.

Other possible solutions for creating a solution for con-

structing three-dimensional reconstruction of buildings using

swarm drones with RGB cameras may include:

• Creating or using a tracking and control system that al-

lows us to study reconstruction data during construction,

monitor drone operations, such as Pix4D or SkyCatch

[33].

• Development of a parameterized system that allows us to

upload data about the building and adjust the parameters

of the construction

• Using a Machine Learning system to improve the accu-

racy and quality of reconstruction [34]–[36]

B. Solution concept

Let’s consider the main components of the solution concept

for three-dimensional reconstruction using swarm drones. Fig.

1 shows the scheme of the solution, which is described below.

Fig. 1. Solution concept

1) Solution architecture: The most suitable organization of

drones in a swarm is a centralized architecture that provides

the following advantages

• Interaction of drones with each other and with a single

central controller that can ensure effective communication

and coordination between drones, reducing the risk of

interference and collisions.

• Providing control and monitoring of the entire swarm,

allowing to make adjustments and interventions in real
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time, monitor the drone’s battery life, its location and

other important parameters, ensuring effective mission

planning and execution to ensure maximum coverage and

accuracy, allowing more accurate and comprehensive data

to be obtained for further processing.

• The ability to increase or decrease the drone number used

for three-dimensional reconstruction, depending on the

size of the covered area, the required level of detail and

available resources.

• A guarantee that drone fly within predetermined safety

limits, avoid no-fly zones and follow certain flight pat-

terns, reducing the risk of accidents and collisions with

other objects or people.

2) Path planning and data collection: The flight path

planning of drones should be carried out before the flight,

as this can provide several advantages, such as:

• Consistency and repeatability: The flight path can ensure

that every time a mission is repeated, all drones follow

the same flight path. Such predictability can facilitate

planning and decision-making and reduce the risk of

unexpected results or errors, as well as facilitating com-

parison and analysis of different data sets.

• Optimized resource utilization: The flight path of the

drone can optimize the use of battery resources by

estimating the energy required to complete the entire

mission and adjusting the flight path accordingly [37].

This way we can ensure that the drones have enough

time for autonomous operation, and prevent them from

discharging during flight, reducing the risk of data loss.

• Efficient data collection: The drone’s flight path can

provide efficient data collection, ensuring that the drones

cover the entire area of interest with the required degree

of detail and overlap, as well as explore the object at

the right angles and in the right positions [38]. In this

way, we will be able to minimize the amount of time

and resources needed to collect data, reduce operating

costs and increase efficiency.

Also, an important function is the assessment of the suit-

ability of the collected RGB images for use in reconstruction.

However, such selection was not applied in the works dis-

cussed in Section III. When capturing from drones, there is a

high risk of obtaining a low-quality or inapplicable image. It is

reasonable to carry out minimal filtering of photos on drones,

since it does not require large computing resources, reduces

the load on the communication network, and improves the

quality of the final 3D model [39].

For three-dimensional reconstruction, we can apply pho-

togrammetry, which has been used for several decades and has

a well-proven set of methods and tools, which makes it easy

to integrate it into existing workflows. This usually gives more

accurate results than the MVS and SLAM algorithms, since it

uses a larger number of images, while requiring minimal post-

processing. The constructed models can be easily exported

to various formats, for example, point clouds and textured

meshes. In addition, photogrammetry is suitable for large-scale

mapping projects, since it can be used to combine several

images taken from different drones or ground cameras.

VIII. CONCLUSION

In conclusion, this study was aimed at analyzing the drone

swarm usage in 3D reconstruction task for developing the

system concept that performs the process of data collection and

reconstruction. To achieve this goal, we have determined four

tasks: identifying the main ideas of swarm drone control for

three-dimensional reconstruction tasks, researching existing

methods, defining problems of drone swarm usage in 3D

reconstruction, and developing a solution architecture using

swarm drones. During the literature review, we found several

methods that can be used to determine the key components

of the process, including drone control and three-dimensional

reconstruction based on RGB images using GPS data to

increase the accuracy of the three-dimensional model. We have

also identified the basic ideas and principles of swarm drone

management, such as path planning, autonomous flight and

agent-based data processing, and defined the main problems

of drone swarm usage in case of large objects. Finally, we

proposed a concept for three-dimensional reconstruction using

a swarm of drones, using a centralized architecture and a

preliminary assessment of the degree of detail of the model.

Research shows that the use of drone swarms for 3D recon-

struction opens up significant opportunities for various indus-

tries, including environmental monitoring. As further research,

we consider the implementation of the solution concept, as

well as conducting experiments to study the capabilities and

characteristics of the resulting system.
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