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Abstract—Driver assistant systems have approved their essen-
tial role in increasing safety in the driving environment. One of
their main features is the ability to provide information about
location of the vehicle so that the driver can understand how and
where to go. Moreover, automatically report the emergency in
case of accidents to accelerate the rescue process. Unfortunately,
poor Internet connection in many places and the inaccurate
GPS information on traveling roads, in particular, make the
localization process even harder. In this paper, we propose an
offline localization system that can estimate the location of the
vehicle in real-time using edge devices. Our proposed system
consists of three main components; the first component is the
image matching part to estimate the rotation and transition
between two images; the second component is the dynamic
objects (vehicles, pedestrians, and etc.) segmentation to filter out
the matches from them; and finally, an image retrieval system to
auto-correct the location using predefined coordinates of famous
landmarks.

I. INTRODUCTION

Offline localization or offline localization is an essential

feature for driver monitoring systems and driver assistance

systems because it helps to localize the vehicle even in places

like forests, tunnels, and traveling roads where the GPS has

low performance. This could be very critical, especially in

case of automatic emergency calls. Multiple researchers were

tackling this problem using the Simultaneous Localization and

Mapping (SLAM) algorithm, which provides not only the

location but also the mapping of the environment. SLAM

is widely used in Mechatronics and robotics for indoor and

outdoor environments, and it is used in self-driving vehicles. It

depends on image matching to extract pairs of points between

two images (could be a stereo camera or a monocular camera

by taking two frames with a fixed period between them), then

using the camera parameters and matches, we can calculate

the rotation and transition (movements) as well we can build

a 3D point cloud. We can use different optimizations to

minimize error and drifting (triangulation, bundle adjustment,

and inertial measurement unit reading).

In this paper, we present a method that is derived from the

SLAM algorithm only for localization purposes. Our system

uses only a single RGB camera image by taking frames

with a distance of one second between them. We use image

matching between every two sequential frames to extract the

pairs of matched points. Using these points, we calculate the

rotation and transition at each step. In parallel, we have an

image retrieval neural network to extract image descriptors of

famous landmarks, and we use this information to correct our

constructed path.

The rest of the paper is organized as follows. Section II

summarizes the state-of-the-art methods, which were used

to estimate location using different algorithms. Section III

introduces the proposed method in detail. It includes a general

description, datasets used to train the neural network models,

an image segmentation model for dynamic objects that can

filter out inappropriate matches, a neural network for matched

pairs between two frames, how to obtain the rotation and

transition mathematically, and image retrieval model for auto-

correction of the location if the driver passed by a well-known

landmark. We present our current results in Section IV. Finally,

the conclusion is in Section V.

II. RELATED WORK

The research for developing offline localization systems

or at least a helper system for GPS-denied environments is

growing and spreading fast. Authors of the paper [1] pro-

posed a framework for Google Maps to provide an estimated

position in GPS-denied environments. The unmanned aerial

vehicle (UAV) position is initialized by the correlation between

frames, then they use optical flow to track the position through

the frames, and a particle filter to obtain a coarse-to-fine

search.

In the paper [2], authors proposed a semantic SLAM algo-

rithm for a large-scale outdoor environment. They merged the

ORB-SLAM point cloud with a semantic segmentation neural

network (PSPNet-101) to get a 3D semantic map from which

they were able to create a topological map by matching the

real-world landmarks with the point cloud.

In another research [3], authors proposed a robust algorithm

for extreme weather conditions. They use pose tracking, local

mapping, loop closure, and pose graph optimization with a

novel probabilistic point cloud generation and feature match-

ing for radar images.
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In the paper [4] authors proposed to use segmentation and

object detection neural networks to detect the dynamic objects

and remove them to minimize the error of estimating the

location by excluding the moving points and considering them

as outliers.

Researchers of the paper [5] used a laser scanner to build a

3D point cloud and a camera to detect the loop closure events

using a novel appearance-based retrieval system. The frames

used for loop closure were processed with their corresponding

laser scans for the Euclidean image-to-image transformations

to minimize the linearization errors.

Authors of the paper [6] proposed an improved correlative

scan matching algorithm to enhance the performance and

robustness of the scan matching module, an Adaboost-based

loop closure detection, and a light-weight graph optimization

algorithm.

Authors of the paper [7] provided a qualitative comparison

between different SLAM algorithms (visual SLAM, Lidar

SLAM, and sensor fusion SLAM). The explored different

approaches for grid mapping (Dempster-Shafer, Bayesian, and

Fuzzy Logic), and presented different localization estimation

methods (probabilistic likelihood, edge or point features based

direct scan matching techniques, particle filter).

ORB-SLAM is one of the most famous SLAM algorithms.

Authors of the paper [8] released an algorithm that out-

performs the state-of-the-art in more than 29 datasets. The

proposed system works in real-time on CPUs and can handle

monocular, stereo, and depth cameras. The proposed algorithm

is based on bundle adjustment with monocular and stereo

observations with a lightweight localization approach that

allows zero-drift localization.

DSP-SLAM algorithm [9] proposed to enhance the joint-

map of 3D dense models. It takes the 3D point cloud

reconstructed by feature-based SLAM and provides dense

reconstructions of detected objects. DSP-SLAM is a very

suitable algorithm that could be integrated into our 3D vehicle

detection, and segmentation system [10], but the negative side

is the running time.

In the paper [11] authors proposed a novel approach for

image matching by using cross-attention layers to obtain

descriptors. Instead of the multi-stage method by performing

feature extraction then matching. They establish pixel-wise

dense matches at a coarse level at first, then refine matches.

Multiple researchers added more enhancements to the

LoFTR architecture by proposing a quadtree attention layer

[12] that was able to achieve better results not only for image

matching but also for other tasks like (image classification,

object detection, and segmentation). Another enhancement

[13] used a transformer-based encoder, unlike Loftr, which

uses a convolutional neural network (ResNet) as a feature

extractor.

In the scope of the standard method that uses descriptors to

find the matching pairs the descriptor could be extracted using

basic image processing algorithms like scale-invariant feature

transform (SIFT) or lightweight neural networks (like super-

point). One of the most valuable matching neural networks is

Super-Glue [14]. This neural network architecture based on

the attention mechanism can reason about the underlying 3D

scene and feature assignments jointly.

In the paper [15] authors proposed leveraging principles

from reinforcement learning to optimize end-to-end a high

number of correct feature matches.

III. METHOD

In the section we consider the general description of the

proposed method for vehicle offline localization, present a

dataset we used to train neural network models, and discuss

three neural network models for image segmentation, matching

and retrieval.

A. General Description

The proposed method for monocular localization depends

on three neural networks, as shown in Fig. 1. We decided to

take two sequential frames from our monocular system with

a specific period between them. We use our segmentation

models to generate masks of the dynamic object and pass

the images with their masks to our image-matching system

to remove the matched pairs from the dynamic objects. After

that we calculate the rotation and transition between these two

frames using Epipolar Geometry , and auto-correct the location

if the second frame includes a landmark from our dataset.

1) The first neural network is used for image segmentation

to remove dynamic objects like vehicles, pedestrians,

and bicycles, if the matched pairs were taken from

dynamic objects, then the rotation and transition will

be calculated concerning that moving object leading to

an enormous error in the estimated location.

2) The second neural network is used for image matching.

It is responsible to find the matched points between

two subsequential frames to calculate the rotation and

transition for these points and construct the path using

epipolar geometry.

3) The third neural network is used for image retrieval.

It generates descriptors for landmarks and uses these

descriptors to auto-correct the location and path.

B. Data

For model training, we used open-source datasets. The first

dataset is Cityscapes [20] for image segmentation. It includes

scenes for 50 cities with high-quality pixel-level annotations

of 5000 frames. The second one is Megadepth dataset [21]

for image matching. It consists from 196 different locations

reconstructed from COLMAP SfM/MVS. The third one is

Google Landmarks 2021 [22] for image retrieval. It includes

more than 1.5 million images for famous landmarks. Together

with that we have tested each developed component on our

own dataset, which includes videos of a length of 20 seconds

with five frames per second recorded using the developed

Drive Safely system [17], [18]. To improve performance, we

propose to prepare a ground truth for our data and to finetune

these models on the ground truth dataset, rather than directly

on our data.
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Fig. 1. Proposed method for vehicle offline localization

C. Image segmentation

For image segmentation, we used the current state of

the art over multiple datasets OneFormer [19]. OneFormer

architecture is based on a DiNAT L transformer as a backbone

to extract the features from the image, then a pixel decoder

for mapping the embeddings to a multi-scale features domain.

The model is trained to solve universal segmentation tasks

(semantic segmentation, instance segmentation, and panoptic

segmentation). Therefore the model takes two inputs. The first

input is the image that we want to segment; the second is a text

to define the required task. In our case, we are more interested

in the instance segmentation task, because we want to remove

the dynamic object from the image to exclude its effect on

the matching process. Fig. 2 illustrates how OneFormer works

on our dataset. These results are for instance segmentation

(segmenting vehicles and removing them to exclude the points

during the matching process).

D. Image Matching

For image matching, we are using LoFTR architecture

[11], even though LoFTR QuadTree and match former out-

perform LoFTR in accuracy. Choosing LoFTR architecture

was a suitable trade-off between the running time, cost, and

accuracy. LoFTR does not follow the sequential approach

for image matching, which involves detecting and describing

Fig. 2. Instance segmentation using OneFormer on our dataset

image features, and then matching them between images.

Instead, LoFTR first establishes pixel-wise dense matches at a

coarse level. It then refines these matches to identify the best

matches between corresponding image regions. LoFTR also

uses attention mechanisms to force the feature descriptors to

be conditioned on both images. Fig. 3 illustrates the main four

stages for LoFTR to obtain the matches between two images.

Fig. 3. Main steps for LoFTR matching method

E. Geometric Model Estimation

After getting the matches from the LoFTR model and

removing the points that are located on the dynamic objects,

we used these matches to express the motion of the vehicle.

We calculated the rotation and transition between frame t1 and

frame t2. To do so, we firstly to calculated the Fundamental

matrix.

1) Fundamental matrix: Let us denote a set of points on

frame t1 as X and the matches of these points on frame t2

as X ′ then the Fundamental matrix F is a 3X3 matrix that

satisfies:

XFX ′ = 0. (1)
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Unfortunately, the matches we get from LoFTR are not

100% perfect. Therefore to obtain the fundamental matrix, we

solved this equation numerically to find the F matrix that

satisfies the previous equation on the maximum number of

pairs and considers them as inliers. Other matches will be

considered outliers and will be removed. This problem could

be solved using different methods, one of the most popular

methods is RANSAC [23]. In our research, we have decided

to use MAGSAC++ [16] because LoFTR showed the best

results using MAGSAC++ algorithm on the Image Matching

Challenge 2022 [24].

2) Essential matrix: The essential matrix is a special case

of the fundamental matrix. So it can be expressed by:

Y EY ′ = 0, (2)

where E is the essential matrix, but the condition here applies

to the coordinates. Y and Y ′ should correspond to the same

3D space. In general, we use the 3D camera space. So, let us

denote the camera matrix as K then:

E = (K ′)TFK. (3)

3) Pose Estimation: The camera pose has 6-DoF (degree

of freedom) rotation (roll, pitch, and yaw) and transition (x,

y, z). We can calculate the camera pose from the essential

matrix and the camera parameters, but mathematically we

will get four different correct solutions. Unfortunately, only

one of them is correct in the real world. Let us use Singular

Value Decomposition (SVD) to write the essential matrix as

the following:

E = UDV T , (4)

and let us define W as the rotation matrix around z axis with

90 degrees.

W =

⎡
⎣
0 −1 0
1 0 0
0 0 1

⎤
⎦ (5)

Then we can calculate the four possible solutions as follows:

S1 = U(:, 3) and R1 = UWV t, (6)

S2 = −U(:, 3) and R2 = UWV t, (7)

S3 = U(:, 3) and R3 = UW tV t, (8)

S4 = −U(:, 3) and R4 = UW tV t. (9)

Then we substitute the previous possible values for S and

R to get the possible solutions:

Pose = KR[I3X3 − S], (10)

where S is the center of the camera. To choose the unique

solution in reality, we need to check the chirality condition.

To do so, we can use triangulation with the fact that the

reconstructed points should be in front of the camera. A 3D

point X is in front of the camera in case:

D > 0 where D = r3(X − S), (11)

where r3 is the third row of the rotation matrix.

F. Image Retrieval

The idea beyond using such a system is to use predefined

coordinates to correct the location. Image retrieval neural

networks are responsible for representing the images as a set

of features. So, when we pass a new picture of the particular

object to the model, its representation on an N-dimensional

space will be as close as possible to the feature extracted

from the old image. These systems are popular and widely

used, especially for face recognition tasks. We trained a neural

network to extract features from famous landmarks. This way,

we can auto-correct the location whenever the driver passed

by a landmark on our database.

We have trained EfficientNetB3 architecture with noisy-

student initial weights over the Google landmarks retrieval

dataset. The neural network is responsible for extracting

1280 features from each image. We compare the extracted

embedding with the database, and If we find a match, then,

we correct the location (see Fig. 4).

We used the Arcface layer while training instead of the stan-

dard Softmax layer because our goal is to maximize the margin

between different landmarks as much as possible, which is the

main difference between the proposed approach and any other

classification problem. Instead of using Euclidean distance,

Arcface uses geodesic distance on a hyper-sphere, and the

goal is to maximize the angular (arc) margin between different

landmarks.

L = − 1

N

N∑
i=1

log
es·(cos(θyi+m))

es·(cos(θyi+m)) +
∑N

j=1,j �=yi e
s·cos(θj)

,

where L is the Arcface loss. In comparison with the Soft-

Max loss, it changes the logit and has a better geometric

interpretation. After training is finished with cross-entropy

loss we remove these layers because we are interested in the

embeddings. For each extracted vector feature, we compare it

with a database of predefined landmarks features, using cosine

similarity as in the inner-product space, this will measure the

similarity, and if the two vectors are in the same direction,

then the value is 1 if opposite the cosine similarity is -1, and

in case of orthogonal vectors it will be 0. The cosine similarity

between two vectors A and B is given:

Cossim =
A ·B

||A|| · ||B|| ,

where A is the feature vector extracted from the query

image and B is the feature vector from the database,

therefor to find the best match we need to find

Max(Cossim) for each B in D where D is a set of

features extracted from images for landmarks (for our own

dataset).
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Fig. 4. Diagram shows the process of adding the retrieval NN for auto-correction. T is a threshold that should be adapted according to the used device

IV. RESULTS

In this section, we present the results of the developed

method evaluation separately for each module.

A. Technical Details

We have resized the images to (max size 840 and kept the

aspect ratio). Training and testing were done on RTX 3090

with 24 GB VRAM and CPU Intel core i9 12th generation

with 128 RAM.Not all were used, our proposed system can

work on Jetson Nano devices with acceptable latency.

B. Image Matching

Firstly we analyze how LoFTR works before adding the

segmentation models. Fig. 5 shows the results,The blue points

represent the potential pairs of matching between the two

input images, green lines are the matched points after applying

MAGSAC++ and filtering the outliers. The output is not bad

but still not so good because of two reasons:

1) There are matching points between vehicles, and even

though this could be helpful when the vehicles are

parking (static objects), it will lead to worse results in the

case of moving vehicles (dynamic objects). Therefore

we added the segmentation model to remove these

matches;

2) There are matching pairs inside the main vehicle because

the camera is placed inside. To solve this issue, we

should remove this part or dismiss these matches.

C. Image Matching with Segmentation Filtering

The results of this stage are the outputs of combining two

components, the first part is to use segmentation to detect

the vehicles and generate masks which will be passed to the

LoFTR to filter out the undesirable matches (as shown in Fig.

6 and 7), passing the segmentation masks to LoFTR resulting

on no blue points over dynamic objects (in this case cars),

and therefore no matching lines between the images that are

located on the dynamic objects.

We are thus able to exclude all undesirable matching

(matches located on dynamic objects or from inside the

Fig. 5. Example of how LoFTR works on our data

vehicle). This provides us with a more stable set of pairs

to calculate the rotation and transition between two images.

Continuing with the example in Fig. 6, let us take the third

pair of images and calculate the fundamental matrix using

MAGSAC++ with an error smaller than 0.1 and 1e5 Iteration

maximum. The result is:

F =

⎡
⎣

1.5e−07 −5.8e−06 2.5e−03

1.2e−06 5.9e−07 5.1e−03

−4.2e−04 −4.6e−03 −3.2e−01

⎤
⎦

Now we can calculate the essential matrix:

E = K
′TFK =

⎡
⎣

2.7e−07 −4.6e−06 1.8e−03

3.6e−06 3.1e−06 1.2e−05

−1.4e−03 −1.2e−03 −2.8e−06

⎤
⎦
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Fig. 6. Results of filtering the undesirable matching using oneformer

Fig. 7. Filtering the undesirable matching using segmentation on specific
regions

From the essential matrix we can calculate the transition

and rotation we obtain Euler angles in degrees: 0.03 degrees

around the x-axis, 0.09 degrees around the y-axis, and −40.0
degrees around the z-axis, which means that the vehicle rotated

by 40 degrees anticlockwise, and if you took a look at the two

images, it seems to be correct. The transition was estimated

at one meter. Now if we took the pair in the middle in Fig. 6,

the rotation is estimated at almost zero degrees around the x,

and y-axis and −4 degrees around the z-axis, with transition

0.77 meters.

D. Image Retrieval

As we mentioned earlier our model was trained using the

Google Landmarks Retrieval Dataset. For testing we have

collected images of famous landmarks in Saint-Petersburg (see

Fig. 8).

Fig. 8. Landmarks Example in our dataset For St. Petersburg city

Our model was able to achieve 35% mAP@100 metric

on the Google Landmarks Retrieval Dataset. Unfortunately,

because we still don’t have a large dataset for landmarks,

the training was done completely on Google landmarks data,

then we took a small sample of our data (famous landmarks

in Saint Petersburg) and tested the model on it to test the

generalization, robustness, and stability. To show how the

neural network works on our collected landmarks, let us take a

landmark from the street view as a query image and calculate

the cosine similarities with the extracted embedding. In Fig. 9,

we can see the matches found using our system. The first two

green arrows show a correct match, and for the third query

image, we can see that the system failed to find the correct

match.

Fig. 9. Results example of image retrieval neural network for three different
queries
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V. CONCLUSION

In this paper, we proposed a method for estimating the

vehicle location in case of GPS connection is lost using a

monocular RGB camera by taking sequential frames from the

video with a time difference of one second. The proposed

system consists of three neural networks:

1) the first neural network we used for image segmentation

to filter out the dynamic object in the scene (pedestrians,

other vehicles, bicycles);

2) we used LoFTR neural network to find the matching

pairs between images, and then use these matches to

calculate the rotation and transition;

3) the retrieval part is used to auto-correct the location in

case the driver passed by a known landmark.

There is still room for improving this work, by expanding

our retrieval dataset and fine-tuning the model on it. We will

have a huge impact on the auto-correction part. Merging the

system with our monocular depth estimation system and 3D

mapping will optimize the matching process and help further

to get better estimation results for the rotation and transition.

Moreover we are planning to optimize LoFTR architecture to

run faster on edge devices.
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