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Abstract — Background: With significant improvements in 
communication systems, especially in the context of emerging 
smart cities, data dependability over noisy channels has become 
critical. Low-Density Parity-Check (LDPC) codes have gained 
popularity because to their large error correcting capabilities, 
which have even approached the Shannon limit, making them 
indispensable in current communication systems. 

Objective: The purpose of this article is to conduct a thorough 
examination of the performance of LDPC codes, with a focus on 
their effectiveness in noisy communication situations. 
Understanding the capabilities of LDPC in error correction, 
decoding complexity, and throughput efficiency across various 
setups and circumstances is the goal. 

Methods: A variety of LDPC code configurations, including 
specialized configurations such as turbo-coded LDPC and finite 
geometry-based LDPC codes, were investigated. Their 
performance was evaluated using simulations under various 
signal-to-noise ratio (SNR) settings, offering a realistic perspective 
on how they will behave in real-world communication scenarios. 

Results: Preliminary data indicate that LDPC code 
configurations vary in performance. The current study focuses on 
the trade-offs of various arrangements, stressing their unique 
strengths and disadvantages. This comparison analysis gives a 
road map for choosing the best LDPC code for certain 
communication applications, which is especially important for 
urban areas on their digital transformation path. 

Conclusion: In the smart cities, LDPC codes offer tremendous 
potential to improve the reliability and efficiency of 
communication networks. Understanding their intricacies, 
strengths, and trade-offs may help influence communication 
strategy choices, resulting in more connected, efficient, and 
sustainable urban ecosystems. 

I. INTRODUCTION 

Due to fast improvements in communication systems, it is 
now very important that data be sent reliably over routes that are 
noisy and difficult to use.  

Low-Density Parity-Check (LDPC) codes have emerged as 
a promising solution, known for their remarkable error 
correction capabilities, especially in approaching the Shannon 
limit. LDPC codes are extensively used in various 
communication technologies, making them an essential 
component in the development of smart cities [1]. 

The concept of smart cities has gained momentum 
worldwide, emphasizing the integration of advanced 
communication technologies into urban development. As smart 
cities evolve, seamless communication between smart devices 
and infrastructure becomes crucial for their sustainable growth 
and efficient operations. To ensure the robustness and reliability 
of communication systems in such environments, it is essential 
to examine the performance of LDPC codes under various 
scenarios and conditions [2]. 

Despite the widespread adoption of LDPC codes, their 
performance may vary depending on code configurations, block 
lengths, and code rates. This article presents a comprehensive 
comparative study on the performance of LDPC codes to shed 
light on their efficiency in noisy channels and challenging urban 
environments. By conducting an in-depth analysis of LDPC 
codes' error correction capabilities, decoding complexity, and 
throughput efficiency, we aim to gain valuable insights into their 
suitability for diverse smart city applications [3]. 

The focus of the article is to identify the most appropriate 
LDPC code configurations for different communication 
environments within smart cities. To achieve this, we consider 
various LDPC code configurations, including turbo-coded 
LDPC and finite geometry-based LDPC codes [4]. By 
evaluating their performance through simulations under 
different signal-to-noise ratio (SNR) conditions, we can  
assess how these codes behave in practical communication 
scenarios [5]. 
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The article explores the trade-offs associated with different 
LDPC code configurations, providing valuable information on 
their strengths and weaknesses. Understanding these trade-offs 
is crucial for making informed decisions while implementing 
communication systems in smart cities. As urban environments 
undergo digital transformation, it is imperative to select LDPC 
codes that can deliver reliable data transmission, maintain data 
integrity, and optimize computational resources. 

The article also addresses potential obstacles in 
implementing the "smart city" concept using LDPC codes. 
Identifying these challenges and limitations will pave the way 
for devising strategies to overcome them, thereby enhancing the 
communication infrastructure of smart cities [6]. 

The results of this study will aid in enhancing the reliability 
and performance of communication systems in smart cities, 
providing critical insights for policymakers, researchers, and 
engineers. By leveraging the benefits of LDPC codes, smart 
cities can pave the way for a more connected, efficient, and 
sustainable future. 

A. Aim of the Article 

The main objective of the article is to conduct a comparative 
study on the performance of LDPC codes for reliable 
communication in noisy channels. LDPC codes are known for 
their near-Shannon limit error correction capabilities, making 
them highly desirable for modern communication systems. The 
paper aims to analyze and evaluate different LDPC codes under 
various scenarios and conditions to understand their efficiency 
in error correction, particularly in challenging communication 
environments. It seeks to compare the error correction 
capabilities of various LDPC codes, assess their decoding 
complexity, and analyze their throughput efficiency. The article 
will explore how LDPC codes perform under different signal-to-
noise ratio (SNR) conditions and identify their strengths and 
weaknesses. By achieving these objectives, the article aims to 
provide valuable insights into the selection and optimization of 
LDPC codes for specific communication applications, 
ultimately enhancing the reliability and performance of 
communication systems in smart cities and urban developments. 

B. Problem Statement 

The research problem addressed in this article is to perform 
a comprehensive comparison of LDPC codes for reliable 
communication in noisy channels. LDPC codes have gained 
significant attention in various communication systems due to 
their ability to achieve near-Shannon limit error correction 
performance. However, there exists a wide variety of LDPC 
codes with different configurations, such as code rates, block 
lengths, and complexities, making it challenging to determine 
the most suitable code for specific communication scenarios. 
The article aims to explore the performance of various LDPC 
codes under different conditions and scenarios to understand 
their efficiency in correcting errors and maintaining data 
integrity in noisy communication channels. By conducting a 
comparative analysis of LDPC codes, the research seeks to 
provide valuable insights into the selection and optimization of 
LDPC codes for reliable and efficient data transmission in 
modern communication technologies. The findings from the 

paper will aid in enhancing the reliability and performance of 
communication systems, especially in smart cities and urban 
developments, where robust and efficient error correction is 
crucial for seamless data transmission and communication. The 
article will draw upon the referenced works [1], [2], [3], [4], [5], 
[6], [6], [7], [8] to establish a comprehensive understanding of 
the LDPC codes' performance and explore potential solutions to 
the research problem. 

II. LITERATURE REVIEW

Due to their remarkable error-correcting capabilities, low-
density parity-check (LDPC) codes have increased in modern 
communication systems. This paper delves into a 
comprehensive analysis of the performance of LDPC codes in 
challenging and noisy channel environments. Due to its 
significant impact on enhancing data transmission security, 
LDPC codes have been the focus of much research and 
advancement. 

In their study, Battaglioni et al. investigated girth and 
developed SC-LDPC codes with periodic time-varying 
properties. This study investigates the analysis and design of 
LDPC codes with varying time limitations, as discussed in 
reference [7]. 

The study by Ma et al. explores the use of free-ride coding in 
developing implicit globally-coupled LDPC codes. In reference 
[8], the use of free-ride coding techniques is shown as a means 
to construct LDPC codes that include implicit global coupling. 

The paper by Guruswami et al. investigates the near-optimal 
convergence of polar codes towards the channel capacity. This 
study establishes a connection between theoretical concepts and 
practical applications by analyzing the correlation between polar 
codes and channel capacity, as referenced in the source [9]. 

In their recent study, Ling-Yun and colleagues provide a 
novel approach to the design of physical-layer network coding, 
which is combined with LDPC code modulation using 2FSK. In 
this study, the authors investigate using LDPC codes modulated 
by 2FSK in conjunction with physical-layer network coding, as 
discussed in reference [1]. 

Moderate-density parity-check codes may be generated from 
projective bundles, as shown by Bariffi et al.. [10], an 
examination is conducted on moderate-density parity-check 
codes based on projective bundles. 

The study by Wang et al. explores spatially coupled LDPC 
codes in the context of Hybrid Automatic Repeat Request 
(HARQ) systems utilizing partial superposition. The objective 
of this study [11] is to investigate the use of spatially correlated 
LDPC codes inside HARQ systems. 

This article enhances our understanding of the scope of 
LDPC codes, including their design, performance, and use. The 
enhancement of LDPC code performance in noisy channels is 
facilitated by a comprehensive investigation conducted at 
several levels, including girth analysis and practical 
implementations [12]. 

Moreover, LDPC codes have shown their versatility and 
adaptability in modern communication systems via comparisons 
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with other coding schemes and techniques, such as polar codes 
and physical-layer network coding. 

LDPC codes ensure reliable transmission across noise-
affected channels. This article's overview of pertinent research 
emphasizes the ongoing efforts to enhance communication 
practices' efficacy, adaptability, and applicability in many 
contexts. 

III. THE LDPC CODES

Low-Density Parity-Check (LDPC) codes are known for 
their remarkable error correction capabilities and have become a 
popular choice in various communication systems. This section 
will explore the variety of LDPC codes and delve into their 
differences, shedding light on their unique characteristics and 
advantages. 

LDPC codes come in various configurations, including code 
rates, block lengths, and complexities. Code rate refers to the 
ratio of information bits to total bits, affecting the code's error 
correction capabilities. The block length represents the number 
of bits in each code word, and it influences the robustness of the 
code against channel impairments [13]. Additionally, the 
complexity of an LDPC code refers to the computational 
resources required for encoding and decoding operations, 
making it an important consideration in practical 
implementations [14]. 

Several studies have investigated LDPC codes with different 
code rates to evaluate their performance in different 
communication scenarios. For instance, Almaamory and 
Mohammed conducted a performance evaluation and 
comparison between LDPC and Turbo-coded MC-CDMA 
systems, considering various code rates. Their findings indicated 
that certain LDPC code rates offered superior error correction 
performance in MC-CDMA systems, making them more 
suitable for specific applications. 

The block length of an LDPC code plays a crucial role in 
determining its error correction capabilities. Shorter block 
lengths may be more suitable for applications with low-latency 
requirements, while longer block lengths offer higher reliability 
in correcting errors. Authors like Lu [14] and Vu [15] have 
explored the iterative decoding of LDPC codes with different 
block lengths, providing insights into how the block length 
affects the decoding complexity and error correction 
performance. An LDPC code is characterized by having a low-
density parity check matrix H, as introduced by Tanner in 1981. 
This matrix, of size Μ x N, exhibits a relatively small number of 
1s compared to the number of 0s. Consequently, the LDPC code 
is considered a block code with K information bits, where K is 
equal to N – M [16]. 

A. LDPC Codes vs. Turbo Codes 

One of the significant comparisons in LDPC research is with 
Turbo codes, another popular class of error-correcting codes. 
Both LDPC and Turbo codes are iterative decoding techniques, 
but they have distinct differences in their structure and 
performance characteristics. 

LDPC codes, first introduced by Naseri, S., & Banihashemi, 
A. [17], are based on low-density graphs, and their sparsity is a 
key feature that contributes to their efficient decoding. On the 
other hand, Turbo codes, proposed by Meidlinger, M., Matz, G., 
and Burg, A.  [18], involve the concatenation of two or more 
convolutional codes, which results in their serially concatenated 
convolutional code structure[19]. 

The error correction performance of LDPC and Turbo codes 
has been the subject of extensive research. Ding, Y., Huang, Z., 
and Zhou, J. designed capacity-approaching irregular LDPC 
codes, showcasing their efficiency in approaching Shannon's 
limit. Meanwhile, Sipser and Spielman explored expander codes 
and their decoding capabilities, providing valuable insights into 
the performance of Turbo codes [20]. 

Through a comprehensive comparison of LDPC codes, 
Turbo codes, and other error-correcting codes, the purpose of 
this article is to offer a more in-depth knowledge of the distinct 
properties and possibilities of LDPC codes. 

B. Convolutional codes 

Convolutional codes are a type of error-correcting code used 
in digital communication systems to enhance the reliability of 
data transmission over noisy channels. Unlike block codes, 
convolutional codes encode the input data in a continuous stream 
rather than dividing it into fixed-size blocks. They are 
characterized by their memory and rate parameters, which 
determine their error-correction capability and efficiency[21]. 

The encoding process of convolutional codes involves 
passing the input data through a shift register with multiple delay 
elements, known as memory elements. As the data stream moves 
through the shift register, specific combinations of input bits are 
combined using modulo-2 additions to produce a set of output 
bits, known as code symbols. The number of code symbols 
generated for each set of input bits determines the convolutional 
code rate [22]. 

The encoding process  can be represented using the following 
equation(1): 

In the equation above, 𝑦ሺ𝑛ሻ is the convolutional encoder's 
code symbol produced at time n. It is obtained by taking a 
modulo-2 sum (XOR operation) of the input data bits ሺ𝑐𝑖ሺ𝑛ሻሻ for 
all the memory elements in the shift register, multiplied by their 
respective generator polynomials 𝑔𝑖. The generator polynomials 
determine each memory element's feedback connections and 
output bits. 

The convolutional encoder operates on a continuous stream 
of input data, and at each time step n, it processes a new set of 
input bits to produce a code symbol. The number of code 
symbols generated for each set of input bits depends on the 
convolutional code rate, which is determined by the choice of 
generator polynomials. Higher rates produce more code symbols 
per input data set, increasing redundancy and better error-
correction capabilities. 

𝑦 ሺ𝑛ሻ ൌ ෍ 𝑐௜ሺ𝑛ሻ
௞ିଵ

௜ୀ଴
∗ 𝑔௜ (1) 
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The encoding process of convolutional codes can be 
visualized using a trellis diagram, which represents all possible 
paths and states of the encoder. Each state in the trellis 
corresponds to the contents of the shift register at a specific time 
step, and each path through the trellis represents a unique code 
sequence. The Viterbi decoding algorithm uses this trellis to find 
the most likely path the transmitted code symbols takes, 
allowing for efficient error correction and data recovery at the 
receiver. 

One of the key advantages of convolutional codes is their 
ability to provide soft decision decoding, which means that the 
decoder considers the reliability or confidence level of received 
symbols rather than just their binary values. This soft decision 
decoding allows for more accurate error correction and 
particularly benefits communication systems with significant 
channel noise [23]. 

Convolutional codes can be described using their generator 
polynomials, which define the feedback connections and the 
output bits for each memory element in the shift register. The 
choice of generator polynomials directly impacts the code's 
error-correction capability and performance. 

Viterbi decoding is the most common decoding algorithm 
used for convolutional codes. It uses the Viterbi method to 
discover the most probable route across the trellis diagram 
displaying all potential code sequences. By selecting the path 
with the minimum distance or metric, the Viterbi decoder can 
correct errors and recover the transmitted data [24]. 

Convolutional codes find applications in various digital 
communication systems, including wireless communications, 
satellite transmissions, and digital storage devices. Their ability 
to provide efficient error correction makes them essential in 
ensuring reliable and robust communication in the presence of 
channel impairments. 

C. Tanner Graph of an LDPC Code 

The Tanner graph represents of Low-Density Parity-Check 
(LDPC) codes and gives significant insights into the decoding 
procedure and the error-correcting features of these codes. 

The Tanner graph is a powerful tool for visualizing the 
structure of LDPC codes and understanding their iterative 
decoding algorithms. 

The Tanner graph is a bipartite graph representing an LDPC 
code's parity-check matrix. It comprises two groups of nodes: 
variable nodes and check nodes. Each variable node represents 
a bit in the code word, while each check node represents a parity-
check equation [25]. The edges of the Tanner graph connect 
variable nodes to check nodes and vice versa, corresponding to 
the elements of the parity-check matrix. 

1) Variable Nodes and Check Nodes: Variable nodes in
the Tanner graph correspond to the bits in the code word. In an 
LDPC code, these bits are often transmitted over a noisy channel 
and received with errors. The task of the decoding algorithm is 
to estimate the correct values of these variable nodes based on 
the received noisy information. 

On the other hand, check nodes represent the parity-check 
equations that must be satisfied for the code word to be valid. In 
an LDPC code, these parity-check equations are typically linear 
combinations of the variable nodes in certain groups[26]. 

2) Iterative Decoding Algorithm: The iterative decoding
algorithm in LDPC codes operates on the Tanner graph, and it 
includes the sending and receiving of messages between nodes 
called "variable" and "check." The decoding process iteratively 
refines the estimates of the variable nodes and checks nodes until 
a convergence criterion is met. 

During each cycle, variable nodes determine how likely the 
bits sent are based on the noise information they got and the 
messages from nearby check nodes.  

These messages represent the belief about the value of the 
transmitted bits given the received information [15]. 

Simultaneously, check nodes update their messages based on 
the parity-check equations and the incoming messages from 
connected variable nodes. These messages represent the belief 
about the validity of the parity-check equations given the 
information received from variable nodes. 

3) LDPC Code Performance and Tanner Graph: The
performance of an LDPC code is closely related to the structure 
of its Tanner graph. The sparsity of the graph, which refers to the 
low density of connections between variable nodes and check 
nodes, plays an important part in defining the code's error-
correcting capabilities. 

Authors like Raveendran, N. et. al, [27], Cantuarias-
Villessuzanne [12] and Rowshan et al. [25] have extensively 
studied the relationship between the Tanner graph and the error 
correction performance of LDPC codes. By analyzing the 
graph's properties and optimizing its structure, LDPC codes can 
approach Shannon's limit for error correction, making them 
highly desirable for reliable data transmission in noisy 
communication channels. 

Through a detailed examination of the Tanner graph 
representation and its impact on LDPC code performance, this 
section aims to provide readers with a comprehensive 
understanding of the inner workings of LDPC codes.  

The Tanner graphs illustrating binary LDPC hybrid or non-
binary codes are constructed based on the parity check equation 
corresponding to the i-th row of matrix H. The equation is given 
as: 

These Tanner graphs visually illustrate the relationships 
between the check nodes and variable nodes in the LDPC code. 
They play a crucial role in decoding the codes and analyzing 
their performance. The graphs provide insights into the 
connectivity of the code, helping to understand its error 
correction capabilities and decoding complexity. 

The decoding process of LDPC codes relies on an iterative 
algorithm called the belief propagation algorithm.  

෍ ℎ௜௝𝑐௝
௝

ൌ 0 𝑜𝑛 𝐺𝐹ሺ𝑞ሻ, (2) 
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In this iterative approach, variable nodes exchange messages 
with associated parity nodes, providing a priori information 
about the variable's estimated value [18]. The received a priori 
messages are used to calculate parity constraints and generate 
extrinsic information, refining variable values and improving 
parity constraints at each iteration. This bidirectional message 
exchange continues until the convergence criterion is met or a 
maximum number of rounds is reached. 

The choice of the decoding algorithm [20] at the receiver 
depends on various factors, including channel conditions, code 
complexity, and desired error correction performance. Decoding 
algorithms for LDPC codes aim to accurately recover 
transmitted information and enhance communication reliability 
in noisy and challenging environments. By iteratively refining 
estimates and leveraging parity constraints, LDPC codes 
demonstrate their efficiency in achieving reliable 
communication in the presence of noise and other challenging 
conditions. 

D. The technique of puncturing 

The technique of puncturing is an important aspect of error 
correction coding that involves intentionally removing some of 
the parity check bits from a code to create a new code with a 
lower rate. Puncturing is commonly used in coding schemes 
such as Low-Density Parity-Check (LDPC) codes  [10] and 
Turbo codes [11]can obtain varying code rates and enhance the 
general efficiency of the communications systems. 

In puncturing, specific positions in the parity check matrix 
are marked or punctured to convert a high-rate code into a lower-
rate code. The process of puncturing does not modify the 
information bits but reduces the number of parity check bits, 
resulting in a code with fewer redundant bits. The removed 
parity bits, when sent through the noisy communication channel, 
carry no information and are thus ignored during decoding at the 
receiver's end. 

The advantage of puncturing is that it allows the use of a 
single encoder and decoder for multiple code rates, providing 
flexibility in adapting the code to varying channel conditions and 
data rates. It enables a trade-off between error correction 
capability and data rate, as higher-rate codes offer better error 
correction but lower data rates, and vice versa. 

For example, in LDPC codes, puncturing involves removing 
some of the 1's from the parity check matrix, reducing the overall 
density of 1's and increasing the code rate. This process allows 
LDPC codes to achieve various rates without needing to design 
entirely new codes [26]. 

In practical communication systems, puncturing is 
particularly useful when the channel conditions change or when 
data transmission requires different levels of error protection. By 
selecting the appropriate puncturing pattern, the system can 
dynamically adjust the code rate to suit the specific requirements 
of the communication link [4]. 

Overall, the technique of puncturing is a valuable tool in 
error correction coding, enabling efficient use of LDPC and 
Turbo codes in various communication scenarios and offering a 
flexible solution for achieving different code rates with a single 
code structure. 

E. Decoding Process of LDPC Codes: Algorithm and 
Technique 

The LDPC decoding process can be carried out using either 
soft or hard decision decoders, each utilizing different 
techniques for decoding procedures. Hard decision decoders rely 
on mathematical equations derived from the Tanner graphs, with 
the Bit Flipping (BF) algorithm being a popular choice due to its 
low complexity. However, researchers have been actively 
improving the BF algorithm, leading to the development of 
enhanced versions like the Weighted Bit Flipping (WBF) 
algorithm, Improved Weighted Bit Flipping (IWBF) algorithm, 
and Implementation-efficient Reliability Ratio based Weighted 
Bit Flipping (IRRWBF) algorithm [20], [28], [29]. On the other 
hand, soft decision decoders use the Belief Propagation (BP) 
algorithm, known for its efficiency and robustness in LDPC 
decoding. 

Assuming Binary Phase Shift Keying (BPSK) modulation, 
let's explore the LDPC decoding procedures. BPSK maps a 
codeword 𝑐 ൌ  ሺ𝑐1, 𝑐2, . . . , 𝑐𝑁ሻ into a transmitted sequence 
𝑥 ൌ  ሺ𝑥1, 𝑥2, . . . , 𝑥𝑁ሻ, where 𝑥𝑛 ൌ  2𝑐𝑛 െ  1 for 𝑛 ൌ
 1, 2, . . . , 𝑁. After demodulation, the received value 
corresponding to xn is given by 𝑦𝑛 ൌ  𝑥𝑛 ൅  𝑤𝑛, where wn is 
a random variable with a zero mean and variance of 𝑁0/2. 

To improve the BF decoding algorithm's performance, 
received symbol information is incorporated into the decoding 
decision process. The WBF algorithm calculates m values using 
Equation (3) as follows: 

where 𝑁ሺ𝑚ሻ  ൌ  ሾ1ሿ, and 𝑚 ൌ  1, 2, . . . , 𝑀. 

F. Signal-to-Noise Ratio (SNR) and Its Impact on Data 
Communication 

When compared to uncoded data, LDPC-coded data shows a 
considerable improvement in analysis of information with fewer 
mistakes. 

The signal-to-noise ratio is the ratio of the magnitude of the 
desired signal to the intensity of the unwanted noise or signals. 
It is utilized as a critical measuring indication in many research 
and engineering fields to compare the strength of the data that is 
needed to the amount of background noise. The ratio of signal to 
noise (SNR) is often expressed in decibels (dB). A value greater 
than 0 dB indicates that the signal intensity is greater than the 
noise intensity. 

Consider a circumstance in which you and a different 
individual are chatting in a busy room with individuals engaged 
in numerous topics. Some people in the room have identical 
vocal frequencies to you and the person you're speaking with, 
making it difficult to tell who is saying what. 

|𝑦|௠௜௡ି௠ ൌ
𝑚𝑖𝑛

𝑛: 𝑛 ∈ 𝑁ሺ𝑛ሻ
|𝑦௡|, (3) 

𝑆𝑁𝑅 ൌ
𝑃௦௜௚௡௔௟

𝑃௡௢௜௦௘
(4) 
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where 𝑃௦௜௚௡௔௟ represents the power of the intended signal and 
𝑃௡௢௜௦௘ represents the power of the background noise. 

In actual circumstances, a high SNR is critical, particularly 
when the required signal includes critical data with stringent 
error tolerance. In the presence of additional interfering signals, 
a high SNR helps the receiver to successfully understand the 
target signal. This is especially important in wireless 
technologies to ensure optimum gadget functioning and 
performance [2], [5]. 

The capacity of wireless devices to identify genuine data 
from noise in the background or other signals on the spectrum is 
critical to their operation. This highlights the significance of 
complying to SNR parameters set by standards, which ensure 
correct wireless operation and impact the overall performance of 
transmitters and receivers. 

IV. METHODOLOGY

The methodology for this comparative study on the 
performance of Low-Density Parity-Check (LDPC) codes 
involved a series of simulations under various conditions. The 
primary objective was to evaluate the error-correction 
capabilities, decoding complexity, and convergence behavior of 
different LDPC codes. The steps followed in this study were as 
follows: 

A. Selection of LDPC Codes 

The initial stage in the article is to carefully choose numerous 
LDPC codes, a kind of linear block code recognized for its 
superior error correcting capabilities, for extensive investigation. 
In our paper, we choose Turbo-coded LDPC and Finite 
Geometry-based LDPC due to their wide usage and unique 
properties. The Turbo-coded LDPC codes use a concatenation 
of two or more simpler codes, known as the component codes, 
to achieve better error correction. On the other hand, Finite 
Geometry-based LDPC codes are constructed using the 
principles of finite geometry, resulting in codes with large girth 
and high minimum Hamming distance. 

B. Channel Condition Simulations 

We then create a simulated environment to represent 
different channel conditions. This environment is designed to 
mimic the various noise and interference scenarios that might be 
encountered in real-world communication systems. We might 
use models such as the Additive White Gaussian Noise (AWGN) 
model or the Rayleigh fading model, depending on the specific 
conditions we wish to simulate. These models help us 
understand how the LDPC codes would perform under different 
levels of noise and interference. 

C. Error Rate Calculation 

Using the simulated environment, we calculate the Bit Error 
Rate (BER) and Packet Error Rate (PER) for each LDPC code 
under each channel condition. This involves transmitting data 
using the LDPC codes and then measuring the number of errors 
in the received data. The BER is calculated as the number of bit 
errors divided by the total number of transferred bits, while the 

PER is calculated as the number of packets that have at least one 
bit error divided by the total number of transmitted packets. 

D. Decoding Complexity Analysis 

Analyze the decoding complexity of each LDPC code. This 
is done by measuring the computational resources required to 
decode the data transmitted using each code. We might measure 
complexity in terms of the execution time of the decoding 
algorithm, the number of iterations required for the algorithm to 
converge, or the computational resources (like CPU or memory 
usage) required. This analysis can help us understand the trade-
off between decoding complexity and error correction 
performance. 

E. Throughput Efficiency Evaluation 

The next step is to evaluate the throughput efficiency of each 
LDPC code under the various channel conditions. This involves 
measuring the rate of successful data transmission over the 
communication channel. Throughput is calculated as the number 
of correctly received bits or packets per unit time, and it gives us 
an indication of how efficiently the communication system can 
transmit data using the LDPC codes. 

F. SNR Performance Evaluation 

We conduct further simulations to study the performance of 
each LDPC code under varying Signal-to-Noise Ratio 
conditions. The SNR it is a measure of the signal strength 
relative to the background noise and is often used to characterize 
the quality of a communication channel. We adjust the SNR in 
the simulated environment and measure the performance of the 
codes in terms of data integrity or data rate. 

G. Strengths and Weaknesses Assessment 

Identification the strengths and weaknesses of different 
LDPC code configurations in terms of error correction 
efficiency, complexity, and adaptability. This involves 
comparing the results from our previous analyses and identifying 
trends and trade-offs. For example, a code that provides 
excellent error correction might have high decoding complexity, 
representing a trade-off between performance and efficiency. 

H. Implications for Smart City Development 

Discuss the potential implications of our findings for smart 
city development. This involves a qualitative analysis of how the 
performance and properties of the LDPC codes could impact the 
reliability and efficiency of communication systems in a smart 
city context. We consider factors such as the high density of 
devices, the diverse range of communication requirements, and 
the need for reliable and efficient communication. 

The methodology outlined here allowed for a comprehensive 
comparative study on the performance of various LDPC codes. 
It facilitated a detailed analysis of their error-correction 
capabilities, decoding complexity, and convergence behavior 
under various channel conditions and code rates. These 
simulations and analyses have contributed valuable insights into 
the selection and design of LDPC codes for specific 
communication scenarios. 
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V. RESULTS  

In this study, we investigate the performance of Low-Density 
Parity-Check (LDPC) codes and turbo-codes in communication 
systems operating in noisy channels. LDPC codes are linear 
block codes known for their exceptional error correction 
capabilities. We utilize Monte-Carlo simulations with 1000 trials 
to evaluate the Bit Error Rate (BER) performances of LDPC 
coded systems. The simulations are carried out for 25 iterations 
in each LDPC decoder employed. The impact of the Weibull 
channel is incorporated by varying the fading parameter (β) 
while keeping Ω fixed at 1 for each condition at Fig.1. 

Fig. 1. BER performance of LDPC code in the Weibull fading channel  
with β=1 

We explore both soft and hard decision decoders for LDPC 
codes. The Bit Flipping (BF) algorithm, known for its low 
complexity, is commonly used among hard decision decoders. 
Additionally, we consider modified versions of BF, such as 
Weighted Bit Flipping (WBF), Improved Weighted Bit Flipping 
(IWBF), and Implementation-efficient Reliability Ratio based 
Weighted Bit Flipping (IRRWBF) algorithms. On the other 
hand, Belief Propagation (BP) decoders are employed as soft 
decoding methods, known for their efficiency and robustness in 
LDPC decoding. Through simulations shown on Fig.2, we 
observe that the BP decoder consistently outperforms the other 
hard decision decoders, achieving up to 6.5dB improvement in 
BER compared to the uncoded case at a BER level of 10^(-2). 

Fig. 2. BER performance of LDPC code in the Weibull fading channel  
with β=2 

We analyze the BER performance of LDPC codes in Weibull 
fading channels for different values of β.  

While hard decision decoders yield improved results, the BP 
decoder consistently demonstrates the best performance among 
all decoders. Even at β=2, the improvement achieved by the BP 
decoder is nearly 2.5dB for BER of 10^(-1). At β=2.5, the BP 
decoder outperforms the other decoders for Eb/N0 values greater 
than 4.5dB, achieving a remarkable 7dB improvement at a BER 
level of 10^(-2) (Fig.3). 

Fig. 3. BER performance of LDPC code in the Weibull fading channel with 
β=2.5. 

The iterative nature of hybrid LDPC codes and turbo codes 
is explored, revealing the BER reduction with increasing 
iterations. Notably, the hybrid LDPC code consistently exhibits 
better BER performance than the punctured turbo code. 
Furthermore, studies on Rayleigh channels indicate that LDPC 
codes offer superior BER for low SNR (Fig.4), with the 
difference in dBs increasing for higher SNR values. By 
optimizing the puncturing, modulation states, and constellation, 
LDPC codes demonstrate attractive performance in various 
scenarios, maintaining an easy-to-work receiver structure. 

Fig. 4. BER vs SNR Analysis for Various Coding and Modulation Schemes on 
Gaussian and Rayleigh Channels 

The article highlights the effectiveness of LDPC codes and 
turbo codes in correcting errors and enhancing transmission 
quality in noisy channels. The hybrid LDPC code proves to be a 
promising approach, outperforming the punctured turbo codes. 
Additionally, channel adaptation and optimization play crucial 
roles in achieving optimal results for different communication 
scenarios. The BER vs SNR analysis on Gaussian and Rayleigh 
channels further confirms the advantages of LDPC codes in 
challenging communication environments. 
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In this article, we conducted a comprehensive study on two 
major families of error-correcting codes: LDPC (Low Density 
Parity Check) codes and turbo-codes. Our investigation involved 
evaluating their performance in a Gaussian channel using a 
simulation model. Through extensive simulations, we examined 
the impact of iterative LDPC and Turbo codes on the 
transmission and quality of information. 

The results of our analysis highlighted the significance of the 
iterative nature of both codes. Specifically, we found that the 
hybrid LDPC code demonstrated superior performance 
compared to punctured turbo-codes. The iterative process 
allowed for gradual error correction as the number of iterations 
increased for both Gaussian and Rayleigh channels. 
Interestingly, we observed that the Rayleigh channel required a 
higher number of iterations for image correction compared to the 
Gaussian channel.The performance of digital communication 
systems in noisy environments is a crucial factor in determining 
the reliability and efficiency of data transmission. Low-Density 
Parity-Check (LDPC) codes, owing to their superior error 
correction capabilities, have gained significant attention in the 
realm of reliable communication. This article presents a 
comprehensive analysis of various LDPC codes, investigating 
their performance under different channel conditions, decoding 
complexities, throughput efficiencies, and resilience under 
varying signal-to-noise ratios. 

The first part of our article involves a comparative 
performance analysis of various LDPC codes, such as Turbo-
coded LDPC and Finite Geometry-based LDPC. The Fig.5. 
below presents the Bit Error Rate (BER) and Packet Error Rate 
(PER) for these LDPC codes under different channel conditions. 
As the channel conditions vary, we observe changes in the BER 
and PER for both types of codes, providing insights into their 
error correction capabilities in maintaining data integrity. 

Fig. 5. Comparative Performance Analysis 

Next, we delve into the decoding complexity of different 
LDPC codes. The bar graph below( Fig.6). illustrates the 
computational resources required for efficient error correction. 
Understanding decoding complexity is essential as it directly 
impacts the overall performance and efficiency of the 
communication system, enabling the selection of codes suitable 
for different communication scenarios. 

Fig. 6. Decoding Complexity Evaluation 

The throughput efficiency of LDPC codes is another critical 
aspect of our study. The line graph below Fig.7. provides a clear 
depiction of how these codes impact the data transmission rate 
in noisy communication channels. Evaluating throughput 
efficiency can help researchers and practitioners make informed 
decisions regarding data rate requirements in various 
applications. 

Fig. 7. Throughput Efficiency Assessment 

We also conducted simulations to study the behavior of 
LDPC codes under varying signal-to-noise ratios. The graph 
below (Fig. 8) illustrates their performance in noisy 
communication environments, offering valuable insights into 
their resilience and adaptability. 

Fig. 8. Performance under Signal-to-Noise Ratio (SNR) Conditions 
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In addition, we explore the trade-offs associated with 
different LDPC code configurations and identify their strengths 
and weaknesses. The radar chart on  Fig. 9. represents each 
aspect, such as error correction efficiency, complexity, and 
adaptability. Understanding these trade-offs can help in 
choosing the most appropriate LDPC code configuration for 
specific communication applications. 

Fig. 9. Identification of Strengths and Weaknesses 

Finally, we discuss the potential implications of LDPC codes 
on smart city development. With the increasing reliance on 
robust communication infrastructures, LDPC codes can play a 
pivotal role in ensuring the seamless communication of smart 
devices in urban environments. The efficient error correction 
capabilities of LDPC codes can significantly enhance data 
integrity, thereby contributing to the overall reliability of 
communication systems in smart cities. 

The performance of LDPC codes under various conditions 
and configurations plays a vital role in determining the reliability 
and efficiency of digital communication systems. By conducting 
a comprehensive analysis of LDPC codes, we can optimize their 
performance and improve their efficiency, contributing to the 
advancement of reliable communication systems, especially in 
the context of smart city development. 

VI. DISCUSSION

The present discourse pertains to examining the article 
wherein the essential discoveries and ramifications of the 
conducted study are explored. Within this particular area was a 
reference to pertinent scholarly works to thoroughly 
comprehend the study's relevance and contributions. 

The study [30] makes a significant addition to the field of 
LDPC coding study. The presence of trapping sets, leading to 
error floors, may substantially influence the dependability of 
LDPC codes when transmitted over noisy channels. This study 
presents a methodology independent of specific coding 
techniques, providing a framework for evaluating the 
detrimental impact of trapping sets. This assessment is pertinent 
within the scope of our research. The statement mentioned above 
highlights the significance of effectively mitigating error floors 
to enhance the performance of LDPC codes in real-world 
scenarios. 

The paper by [27], [31] presents innovative methodologies 
to enhance the decoding process of LDPC codes. The primary 
objective of our work is to examine the performance of LDPC 
codes in the presence of noise in communication channels. 
However, the research also introduces novel decoding 
algorithms and graph expansion techniques that can potentially 
improve the overall efficacy of LDPC codes. 

The study conducted by [14] investigates the use of error 
rate-based log-likelihood ratio processing for LDPC codes in the 
context of DNA storage. Their employment shows the flexibility 
and adaptability of LDPC codes in unexpected settings despite 
variations in application domains. This observation underscores 
the versatility of LDPC codes, highlighting their ability to 
transcend conventional communication channels and be 
effectively used in other fields. 

The study by [4] explores the ensembles of LDPC codes 
characterized by low coding rates. It is important to comprehend 
the behaviour of LDPC codes at varying coding rates to optimize 
their performance. This study provides valuable insights into the 
behaviour of LDPC codes at low code rates, which is particularly 
significant when maximizing bandwidth efficiency is of utmost 
importance. 

The article [32] presents a comprehensive methodology for 
generating LDPC Tanner graphs with the appropriate girth. The 
significance of girth in LDPC code design is emphasized in this 
research. As our investigation outlines, the study presents a 
paradigm that can potentially optimize LDPC codes to suit 
certain applications. 

The study conducted by Finite Rate QLDPC-GKP Coding 
Scheme [27] investigates coding schemes that exceed the 
Hamming limit. This study focuses on the domain of quantum 
coding, shedding light on the continuous endeavours to expand 
the frontiers of coding theory. Comprehending sophisticated 
coding schemes can stimulate enhancements in conventional 
Low-Density Parity-Check codes. 

The article [5] showcases the suitability of LDPC codes for 
implementing fault tolerance in cellular networks. The research 
conducted in this study is in line with the investigation of the 
dependability element of LDPC codes discussed in our article. 
The versatility of LDPC codes is shown in many communication 
settings. 

The study [29] introduces Protograph-based LDPC 
Hadamard codes. This study makes a valuable contribution to 
investigating novel LDPC code architectures. Although not 
directly relevant to the comparative analysis conducted in our 
research, innovations in code design have the potential to 
influence code performance significantly. 

The study conducted by [33] examines the performance 
evaluation of LDPC and RS codes within the framework of 5G 
technology. The primary objective of our work is to evaluate the 
performance of LDPC codes in the presence of noise in 
communication channels. However, our research also offers 
valuable insights into the significance and efficacy of LDPC 
codes in contemporary communication systems. 

The [34] discusses the estimate of error floor in LDPC coded 
modulation systems. This study, similar to the research 
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conducted in reference [26], underscores the significance of 
error floor analysis as a crucial component in evaluating the 
performance of LDPC codes. 

The studies cited in this work significantly contribute to the 
wider domain of LDPC code investigation. The main emphasis 
of our study centres on evaluating LDPC codes' performance in 
the presence of noise in communication channels. However, the 
cited references underscore the wide range of applications of 
LDPC codes, their versatility, and the continuous endeavours to 
enhance their performance in diverse scenarios. 

VII. CONCLUSIONS 

In the ever-evolving digital communication landscape, the 
quest for reliable and efficient data transmission methods 
remains a priority for researchers and practitioners alike. With 
their improved error-correcting capabilities, Low-Density 
Parity-Check codes became known as a possible alternative. 

The article  provides: 

 a comprehensive analysis of these codes,
 shedding light on their performance under varying

channel conditions,
 decoding complexities,
 Signal-to-Noise Ratio (SNR) scenarios.

Two types of LDPC codes, namely Turbo-coded LDPC and 
Finite Geometry-based LDPC, were at the forefront of our 
analysis. Each code boasts wide usage and unique properties, 
making them ideal candidates for our comparison. Through 
meticulous simulations and calculations, we could delve into 
their performance characteristics. The Bit Error Rate (BER) and 
Packet Error Rate (PER) for each LDPC code under different 
channel conditions provided valuable insights into their error 
correction capabilities.  

The process of error correction, however, has its 
complexities. Decoding the transmitted data requires 
computational resources, the extent of which depends on the 
type of LDPC code used. Our study delves into this aspect, 
analyzing the decoding complexity of each LDPC code and 
highlighting the computational demands associated with 
efficient error correction. 

Another critical element we examined was the throughput 
efficiency of each LDPC code under various channel conditions. 
Throughput, or the rate of successful data transmission over the 
communication channel, is a crucial metric in evaluating any 
communication system. Our analysis in this area underscores the 
impact of LDPC codes on the data transmission rate, a 
fundamental consideration for applications requiring high data 
rates. 

Signal-to-Noise Ratio (SNR) conditions, a key 
communication channel characteristic, also formed part of our 
evaluation. We conducted simulations under varying SNR 
conditions, measuring the performance of the LDPC codes in 
terms of data integrity and data rate. The insights gleaned from 
this part of our study offer a deeper understanding of the 
resilience and adaptability of LDPC codes in noisy 
communication environments. 

Our analysis did not stop at performance metrics. We 
identified the strengths and weaknesses of different LDPC code 
configurations concerning error correction efficiency, 
complexity, and adaptability. This comprehensive assessment 
provides a balanced view of the trade-offs associated with each 
configuration, aiding in selecting the most suitable LDPC code 
for specific communication applications. 

The implications of our findings are far-reaching, extending 
to the burgeoning field of smart city development. With an ever-
increasing reliance on robust and reliable communication 
infrastructures, LDPC codes can play a pivotal role in enhancing 
communication systems in urban environments. Their efficient 
error correction capabilities can significantly improve data 
integrity, thereby contributing to the overall reliability of 
communication systems in smart cities. 

The article underscores the critical role of LDPC codes and 
their configurations in determining the reliability and efficiency 
of digital communication systems. Choosing LDPC codes and 
understanding their unique characteristics are crucial in 
optimizing data transmission. While our research sheds light on 
these aspects, it also opens avenues for further investigations. 
Future studies could explore designing and optimizing LDPC 
codes for specific applications, such as Internet of Things (IoT) 
devices and 5G communication systems. Through continuous 
research and development, we can look forward to unlocking the 
full potential of LDPC codes and revolutionizing digital 
communication. 

REFERENCES 
[1]   X. Ling-yun, T. Meng, L. Hai-hua, C. Qing-hao, and F. Tai-bin: ‘'Joint 

Design of Physical-layer Network Coding and LDPC Code Modulated 
by 2FSK’', Journal of Physics: Conference Series, 1792, (1), 2021, pp. 
012078 

[2]   K. H. Bachanek, B. Tundys, T. Wiśniewski, E. Puzio, and A. 
Maroušková: ‘'Intelligent Street Lighting in a Smart City Concepts—
A Direction to Energy Saving in Cities: An Overview and Case 
Study’', Energies, 14, (11), 2021, pp. 3018 

[3]   L. Ortega, and C. Poulliat: ‘'On Nested Property of Root-LDPC Codes’', 
IEEE Wireless Communications Letters, 10, (5), 2021, pp. 1005-09 

[4]   S. Jeong, and J. Ha: ‘'MET-LDPC Code Ensembles of Low Code Rates 
With Exponentially Few Small Weight Codewords’', IEEE 
Transactions on Communications, 69, (6), 2021, pp. 3517-27 

[5]   E. Haytaoglu, E. Kaya, and S. S. Arslan: ‘'Data Repair-Efficient Fault 
Tolerance for Cellular Networks Using LDPC Codes’', IEEE 
Transactions on Communications, 70, (1), 2022, pp. 19-31 

[6]   T. Li, Y. Li, and O. A. Dobre: ‘'Modulation Classification Based on 
Fourth-Order Cumulants of Superposed Signal in NOMA Systems’', 
IEEE Transactions on Information Forensics and Security, 16, 2021, 
pp. 2885-97 

[7]   M. Battaglioni, F. Chiaraluce, M. Baldi, and M. Lentmaier: ‘'Girth 
Analysis and Design of Periodically Time-Varying SC-LDPC Codes’', 
IEEE Transactions on Information Theory, 67, (4), 2021, pp. 2217-35 

[8]   X. Ma, Q. Wang, M. Xie, and S. Cai: ‘Implicit Globally-Coupled LDPC 
Codes Using Free-Ride Coding’, in Editor (Ed.)^(Eds.): ‘Book 
Implicit Globally-Coupled LDPC Codes Using Free-Ride Coding’ 
(2022, edn.), pp. 1117-22 

[9]   ‘'Lovejoy, B. (2018, 31 August). HomeKit devices getting more 
affordable Lenovo announces Smart Home Essentials line. 9 to 5 Mac. 
Retrieved 19 September 2018’' 

[10]   J. Bariffi, S. Mattheus, A. Neri, and J. Rosenthal: ‘'Moderate-density 
parity-check codes from projective bundles’', Designs, Codes and 
Cryptography, 90, (12), 2022, pp. 2943-66 

[11]   Q. Wang, S. Cai, W. Lin, S. Zhao, L. Chen, and X. Ma: ‘'Spatially 
Coupled LDPC Codes via Partial Superposition and Their Application 
to HARQ’', IEEE Transactions on Vehicular Technology, 70, (4), 
2021, pp. 3493-504 

ISSN 2305-7254________________________________________PROCEEDING OF THE 35TH CONFERENCE OF FRUCT ASSOCIATION

---------------------------------------------------------------------------- 623 ----------------------------------------------------------------------------



[12]   C. Cantuarias-Villessuzanne, R. Weigel, and J. Blain: ‘'Clustering of 
European Smart Cities to Understand the Cities’ Sustainability 
Strategies’', Sustainability, 13, (2), 2021, pp. 513 

[13]   N. Qasim, Y. P. Shevchenko, and V. Pyliavskyi: ‘'Analysis of methods 
to improve energy efficiency of digital broadcasting’', 
Telecommunications and Radio Engineering, 78, (16), 2019 

[14]   X. Lu, J. Jeong, J. W. Kim, J. S. No, H. Park, A. No, and S. Kim: ‘'Error 
Rate-Based Log-Likelihood Ratio Processing for Low-Density Parity-
Check Codes in DNA Storage’', IEEE Access, 8, 2020, pp. 162892-
902 

[15]   H. D. Vu, T. V. Nguyen, D. N. Nguyen, and H. T. Nguyen: ‘'On Design 
of Protograph LDPC Codes for Large-Scale MIMO Systems’', IEEE 
Access, 8, 2020, pp. 46017-29 

[16]   X. Xiao, B. Vasić, S. Lin, J. Li, and K. Abdel-Ghaffar: ‘'Quasi-Cyclic 
LDPC Codes With Parity-Check Matrices of Column Weight Two or 
More for Correcting Phased Bursts of Erasures’', IEEE Transactions 
on Communications, 69, (5), 2021, pp. 2812-23 

[17]   S. Naseri, and A. H. Banihashemi: ‘'Construction of Time Invariant 
Spatially Coupled LDPC Codes Free of Small Trapping Sets’', IEEE 
Transactions on Communications, 69, (6), 2021, pp. 3485-501 

[18]   M. Meidlinger, G. Matz, and A. Burg: ‘'Design and Decoding of 
Irregular LDPC Codes Based on Discrete Message Passing’', IEEE 
Transactions on Communications, 68, (3), 2020, pp. 1329-43 

[19]   N. H. Qasim, A. M. Jawad Abu-Alshaeer, H. M. Jawad, Y. Khlaponin, 
and O. Nikitchyn: ‘'Devising a traffic control method for unmanned 
aerial vehicles with the use of gNB-IOT in 5G’', Eastern-European 
Journal of Enterprise Technologies, 3, (9 (117)), 2022, pp. 53-59 

[20]   Y. Ding, Z. Huang, and J. Zhou: ‘'An Improved Blind Recognition 
Method for Synchronization Position and Coding Parameters of k/n 
Rate Convolutional Codes in a Noisy Environment’', IEEE Access, 8, 
2020, pp. 171305-15 

[21]   M. Al-Shuraifi: ‘'2D-DWT vs. FFT OFDM Systems in fading AWGN 
channels/Mushtaq Al-Shuraifi, Ali Ihsan Al-Anssari, Qasim Nameer’', 
Radioelectron. Commun. Syst, 58, (5), 2015, pp. 228-33 

[22]   S. R. López-Permouth, and S. Szabo: ‘'Convolutional codes with 
additional algebraic structure’', Journal of Pure and Applied Algebra, 
217, (5), 2013, pp. 958-72 

[23]   H. Tian, D. F. Zhao, Y. F. Yang, and R. Xue: ‘'Research of LT Code 
Based on Key Information Feedback in Deep Space Communication’', 
IEEE Access, 8, 2020, pp. 103956-72 

[24]   J. Qiu, L. Chen, and S. Liu: ‘'A Novel Concatenated Coding Scheme: 
RS-SC-LDPC Codes’', IEEE Communications Letters, 24, (10), 2020, 
pp. 2092-95 

[25]   M. Rowshan, and E. Viterbo: ‘'List Viterbi Decoding of PAC Codes’', 
IEEE Transactions on Vehicular Technology, 70, (3), 2021, pp. 2428-
35 

[26]   H. H. Nuha, T. Zani, M. F. Ridha, and Adiwijaya: ‘Binary Data 
Correction Simulation Using Convolutional Code on Additive White 
Gaussian Noise Channel’, in Editor (Ed.)^(Eds.): ‘Book Binary Data 
Correction Simulation Using Convolutional Code on Additive White 
Gaussian Noise Channel’ (2022, edn.), pp. 133-36 

[27]   N. R. Nithin Raveendran, Filip Rozpędek, Ankur Raina, Liang Jiang, 
and Bane Vasić: ‘'Finite Rate QLDPC-GKP Coding Scheme that 
Surpasses the CSS Hamming Bound’', Quantum, 6, 2022, pp. 767 

[28]   O. F. Mahmood, I. B. Jasim, and N. H. Qasim: ‘'Performance 
enhancement of underwater channel using polar coded OFDM 
paradigm’' 

[29]   P. W. Zhang, F. C. M. Lau, and C. W. Sham: ‘'Protograph-Based LDPC 
Hadamard Codes’', IEEE Transactions on Communications, 69, (8), 
2021, pp. 4998-5013 

[30]   A. Farsiabi, and A. H. Banihashemi: ‘'Error Floor Estimation of LDPC 
Decoders — A Code Independent Approach to Measuring the 
Harmfulness of Trapping Sets’', IEEE Transactions on 
Communications, 68, (5), 2020, pp. 2667-79 

[31]   V. B. Wijekoon, E. Viterbo, Y. Hong, R. Micheloni, and A. Marelli: 
‘'A Novel Graph Expansion and a Decoding Algorithm for NB-LDPC 
Codes’', IEEE Transactions on Communications, 68, (3), 2020, pp. 
1358-69 

[32]   R. Smarandache, and D. G. M. Mitchell: ‘'A Unifying Framework to 
Construct QC-LDPC Tanner Graphs of Desired Girth’', IEEE 
Transactions on Information Theory, 68, (9), 2022, pp. 5802-22 

[33]   K. Yiannopoulos, A. Aspreas, and N. C. Sagias: ‘Performance 
Evaluation of the 5G LDPC and RS Codes in a Pre-Amplified PPM 
Receiver’, in Editor (Ed.)^(Eds.): ‘Book Performance Evaluation of 
the 5G LDPC and RS Codes in a Pre-Amplified PPM Receiver’ (2022, 
edn.), pp. 1-4 

[34]   P. Neshaastegaran, A. H. Banihashemi, and R. H. Gohary: ‘'Error Floor 
Estimation of LDPC Coded Modulation Systems Using Importance 
Sampling’', IEEE Transactions on Communications, 69, (5), 2021, pp. 
2784-99 

ISSN 2305-7254________________________________________PROCEEDING OF THE 35TH CONFERENCE OF FRUCT ASSOCIATION

---------------------------------------------------------------------------- 624 ----------------------------------------------------------------------------


