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Abstract—The research focuses on the automatic annotation 
of a linguistic corpus using large language models (LLMs). 
Annotating a corpus is a crucial step in its creation, as it 
determines the practical scope and applications of the resource 
being developed. This study explores the annotation of oral 
speech transcripts at the pragmatic level using speech acts that 
reflect the speaker's intent and purpose. Typically, this task is 
performed manually by experts, which greatly limits the volume 
of annotated data that can be produced. In this work, an attempt 
was made to automatically annotate speech acts using five LLMs 
commonly used for processing Russian texts – ChatGPT, 
GigaCHAT, YandexGPT, Mistral, and Gemini. A comparative 
analysis of the automatic annotation results was conducted, 
highlighting the strengths and weaknesses of each model. . The 
findings suggest that employing LLMs for corpus annotation is a 
promising approach, with ChatGPT and Gemini demonstrating 
particular effectiveness in speech act categorization. However, for 
Russian, language-specific models like GigaCHAT and 
YandexGPT are preferred when language-specific information is 
needed. 

I. INTRODUCTION 
The research is dedicated to solving an important practical 

task: automating the annotation of linguistic corpora. A 
linguistic corpus is an electronic language resource used for 
scientific research, statistical processing of linguistic 
phenomena, and training language models on textual materials 
from these corpora. 

Corpus annotation is a crucial step in the creation of a 
linguistic resource, as it enables searching through annotated 
linguistic data categories, filtering linguistic material, and 
obtaining statistical data on the conditions of annotated units' 
implementation. Each linguistic resource is characterized by its 
own set of annotation levels. The most standard ones include 
1) the morphological level, where POS tagging (noun, verb, 
adjective, etc.), word forms (gender, number, case), and 
morphemes (roots, prefixes, suffixes) are annotated; 2) the 
syntactic level, describing syntactic connections between words 
in a sentence and syntactic constructions; and 3) the semantic 
level, where word and phrase meanings, semantic roles, and 
ontological categories (entity, event, property) are reflected. 
Annotation at these levels is usually done semi-automatically—
first, appropriate parsers are used, and then expert review is 
conducted on the automatically generated annotations. 

The material for this study was not written texts, as is 
usually the case, but transcriptions of audio recordings of 
everyday conversations in Russian from the ORD corpus, 
known as the "One Day of Speech" corpus [Asinovsky et al. 
2009], [Bogdanova-Beglarian et al. 2016]. These texts reflect 
real, unscripted verbal communication on both personal and 
professional topics between two or more speakers in natural 
settings (at home, at work, in a store, in an office). The 
transcriptions reflect all the “imperfections” of spontaneous 
spoken language, both at the lexical and grammatical levels, 
which significantly complicates their annotation. 

Furthermore, the task of this research is to annotate the 
transcriptions of sound recordings at the pragmatic level 
[Jurafsky 2006; Weisser 2014]—more specifically, at the level 
of speech acts that differ in the pragmatic goal that the speaker 
sets for themselves when producing an utterance (e.g., 
“statement”, “request”, “question”, etc.). Essentially, this 
involves a multidimensional classification of a representative 
set of phrases into various types of speech acts using the 
scheme developed for the ORD corpus (see Section II for 
details). This task was previously carried out exclusively by 
experts through manual annotation [Sherstinova 2016]. 

The emergence of large language models (LLMs) has raised 
the question of whether their capabilities can be applied to the 
automatic classification of utterances (phrases) into speech 
acts—that is, into different groups based on the speaker's 
pragmatic intent when producing the phrase. The primary goal 
of this research is to provide an answer to this question. 

The article is structured as follows. Section II introduces the 
principles of annotating the ORD corpus by speech acts and the 
features of its notation. Section III describes the application of 
LLMs for solving similar tasks and describes related works. 
Section IV presents five experiments on the automatic 
identification of speech acts using different LLMs most 
commonly used for processing Russian-language data. Finally, 
in Section V, we discuss and interpret the obtained results. 

II. PRINCIPLES OF SPEECH ACT ANNOTATION IN THE ORD 
CORPUS 

The concept of a speech act is currently quite widespread in 
modern linguistics, yet the common understanding of what 
constitutes a speech act and which categories are distinguished 
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varies significantly across different linguistic traditions and 
schools. Initially, the term was introduced by J.L. Austin 
[Austin 1962], after which it underwent significant revision by 
J.R. Searle [Searle 1976], and subsequently, speech act theory 
was developed by many of their followers. Notable scholars 
who have contributed to the understanding of speech acts 
include A. Wierzbicka [Wierzbicka 1973], M.M.Bakhtin 
[Bakhtin 1986], and Yu.D. Apresyan [Apresyan 1986]. 

In pragmatic studies conducted on data of the ORD corpus, a 
speech act is understood as a purposeful speech action, 
considered within the context of a pragmatic situation and 
possessing a certain illocutionary force [Sherstinova 2015]. It is 
assumed that every speaker's utterance consists of one or more 
speech acts. Furthermore, we believe that any statement can be 
interpreted as a speech act of a certain type. In this sense, our 
approach differs from the traditional understanding of speech 
acts proposed by J.R. Searle. 

In developing a classification scheme for speech acts for the 
annotation of the ORD corpus, we analyzed the most well-
known systems for the formal representation of speech actions 
used in various linguistic corpora with pragmatic annotation, 
such as the SPAACy (Speech Act Annotated Corpus, UK) 
[Weisser 2003]; [Leech & Weisser 2003], the Dialogue Act 
Markup in Several Layers (DAMSL) system [Allen & Core 
1997], the international Cross-Cultural Study of Speech Act 
Realization Patterns project [Blum-Kulka & Olshtain 1984], the 
Verbal Response Modes (VRM) discourse taxonomy system 
proposed by W. Stiles [Stiles 1992], and others. 

However, most of the proposed classifications were 
developed for a limited set of communicative scenarios (e.g., 
phone calls to call centers or purchasing train tickets) and 
therefore are not suitable for annotating such a complex genre as 
everyday spoken communication. To address our task, it seemed 
appropriate to use speech act classifications developed by 
Russian linguists specifically for Russian conversational speech 
[Borisova 2009]. 

The main types of speech acts annotated in the ORD corpus 
are defined as follows [Sherstinova 2016]: 

1. Representatives are speech acts whose primary goal is the 
exchange of information between dialogue participants. 

2. Directives are speech acts intended to prompt the 
addressee to action (or inaction) or express an attempt to 
influence their worldview, emotions, and attitudes. 

3. Commissives involve the speaker taking on certain 
commitments. 

4. Expressives-emotives are used to express and convey 
feelings and emotions. 

5. Etiquette expressives are standardized forms that regulate 
communication in polite and ritualized situations. 

6. Valuatives are used to express evaluative opinions or 
judgments. 

7. Suppositives express the speaker's opinion or assump- 
tion. 

8. Communicative regulatives are phatic speech acts related 
to the "organizational" aspects of interaction, used to structure 
and manage dialogue. 

In addition to these common classes of speech acts, in ORD 
pragmatic annotation the following other categories are used: 

9. Undefined is used in cases (most often for incomplete 
speech fragments), where the illocutionary force cannot be 
determined. 

10. Paralinguistic speech events, many of which may carry 
illocutionary force (e.g., laughter, sighs, groans, etc.). 

For the purpose of this study, it was also decided to separate 
“questions” which were previously categorized during corpus 
annotation as a sub-type of representatives into their own group. 
This led to a new category: 

11. Rogatives used to denote questions. 

Within each major type of speech act, subtypes are 
distinguished because it may be necessary to separate, for 
example, a request from a command within the general category 
of directives [Sherstinova 2018]. However, in this particular 
study, we do not consider speech act subtypes, focusing only on 
the main categories. 

When annotating speech acts in the ORD corpus, each 
utterance is listened to, segmented into fragments homogeneous 
in illocutionary force, and each fragment is assigned the closest 
corresponding speech act or a combination of speech acts when 
the same speech fragment performs multiple illocutionary 
functions simultaneously. To date, more than 200 
communicative macro-episodes have been annotated in this 
way. The statistical distribution of speech acts within this 
material is presented in the article [Sherstinova et al. 2022]. 

When working with textual data, the notation—the principles 
of representing spoken speech in the corpus transcripts—is also 
of great importance. The ORD corpus uses a complex system of 
special symbols that experts are trained to understand, and these 
must obviously be included in the training instructions for the 
language model. Detailed information on the transcription 
notation used in the ORD corpus is presented in the following 
publications [Asinovsky et al. 2009; Sherstinova et al. 2010]. 

III. LARGE LANGUAGE MODELS FOR CORPUS ANNOTATION: 
RELATED WORKS 

Large Language Models (LLMs) are deep learning models 
for natural language generation trained on vast amounts of text 
data. LLMs use the Transformer architecture introduced in 
[Vaswani et al. 2017], which uses a self-attention mechanism 
to capture deep contextual relationships between words. LLMs 
shifted the paradigm of natural language processing from task-
specific models to foundation models [Bommasani et al. 2021] 
that can solve a wide range of tasks. The foundation models 
can be guided toward the desired output through prompt 
engineering [Marvin et al. 2023], i.e. a process of building 
instructions for generative models. 

The study focuses on applying the following state-of-the-art 
LLMs to the linguistic corpora annotation:  ChatGPT [Achiam 
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et al. 2023], GigaCHAT [GigaChat 2024], YandexGPT 
[YandexGPT 3 2024], Mistral [Jiang et al. 2023], and Gemini 
[Team G. et al. 2023]. The research focuses on the following 
LLM features: 

1) capturing linguistic labels from user instructions,
2) refining outputs based on user feedback,
3) handling large context windows, processing documents,
4) processing data in Russian.

Meta-learning is the ability of a machine learning model to 
solve new tasks without being explicitly trained on them 
[Schmidhuber 1987]. For example, GPT-3 [Brown et al. 2020] 
and later GPT generations have few-shot capabilities that 
allow the LLM to label large amounts of data given a few 
examples of labeled samples. In corpus annotation, the LLMs 
are expected to capture linguistic categories from a few 
labeled samples in user prompts. The study assesses the 
LLMs’ capacity to capture speech act descriptions based on 
labeled samples provided in the user instructions. 

Iterative refinement is the ability of an LLM to correct its 
output based on user feedback [Chen et al. 2023]. In corpus 
annotation, refining outputs based on the follow-up prompts 
are necessary to align the model judgments with annotator 
decisions to ensure that automated annotation does not 
contradict linguistic information represented in the corpus. 

The context window size of an LLM refers to the number of 
tokens (e.g., subwords) a model can process. For example, the 
context window size of state-of-the-art LLMs may vary from 
8k to 128k tokens or more. Handling large context windows 
allows for processing documents, which is beneficial for 
automated corpora annotation. For example, document 
handling and large context window size allow for uploading 
partly annotated tabular data and returning a fully annotated 
table. In this example, the partial annotation plays the role of a 
few-shot sample set. 

One of the challenges in applying LLMs to linguistic tasks 
is their multilingualism. The study highlights processing data 
in Russian. While ChatGPT, Gemini, and Mistral can show 
multilingual capacity, they were not explicitly trained to 
process Russian. In this study, the models are compared to 
GigaCHAT and YandexGPT expressly trained by Russian 
data. 

The following sections describe the experiments applying 
ChatGPT, GigaCHAT, YandexGPT, Mistral, and Gemini to 
speech act corpus annotation. The experiments allow for 
assessing the LLMs' capacity toward capturing linguistic 
labels from user prompts, correcting outputs based on user-
machine interaction history, handling large documents, and 
processing data in Russian. 

IV. EXPERIMENTS IN AUTOMATIC SPEECH ACT 
ANNOTATION WITH LARGE LANGUAGE MODELS 

To evaluate the effectiveness of applying LLM to speech 
act annotation, experiments were conducted using the most 
commonly used language models when working with the 
Russian language, such as ChatGPT, GigaCHAT, 

YandexGPT, Mistral, and Gemini. Textual data used for the 
experiments was a subcorpus of the ORD corpus annotated at 
the speech act level. The research sample consists of 42,387 
speech acts (phrases) related to 243 speech episodes. The 
results of the annotation were exported from the database as 
Excel tables containing the following fields: phrase number 
(#), unique episode code (Episode), start time of the utterance 
from the beginning of the file (Time), orthographic record of 
the phrase using ORD notation (Phrase), speaker code 
(Speaker), type of speech act (SpeechAct), subtype of speech 
act (SubType), and the speaker's social role in the given 
communicative situation (SocRole) (see Fig. 1). 

Fig. 1. Fragment of a Table with Exported Utterances Annotated at the Speech 
Act Level 

These data were used for further work with LLMs. If the 
interaction with the LLM allowed for the entire file to be 
processed (e.g., for ChatGPT), the file was uploaded in full; 
otherwise, subsets of utterances were uploaded directly into 
the model's chat prompt. Communication with all language 
models was conducted in Russian. 

A general communication protocol was developed for the 
experiments to simplify the comparison of the results. 
However, it was not always possible to fully adhere to it due to 
the specific features and interfaces of each model. The 
communication protocol generally proceeded as follows: 

Step 1. Introducing the model to the corpus notation: 
loading instructions on how to interpret the transcription of 
utterances and what non-standard symbols are used in the 
transcripts. Checking that the model correctly understood the 
instructions. 

Step 2. Introducing the model to the customized 
classifycation of speech acts with examples similar to the 
following (see Fig. 2). 

Step 3. Requesting the model to formulate a detailed 
description of 2-5 sentences for each type of speech act based 
on the provided examples. Evaluating the results and refining 
the descriptions until a satisfactory scheme was achieved. 

Step 4a. Tasking the model to determine the type of speech 
act for a list of given utterances. 

Step 4b. Tasking the model to determine the type of speech 
act for the entire uploaded table (in csv or MS Excel format). 
In this case, additional information was provided to the model 
about the table structure and which columns needed to be 
analyzed, while columns with existing annotations were to be 
ignored. 
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Fig. 2. The list of speech acts with examples for training models 

Step 5. Evaluating the results of the automatically generated 
annotations, adjusting prompts to achieve the best outcome, 
and repeating steps 4 and 5 until the desired result was 
reached. 

A. ChatGPT 

The model used in this experiment was ChatGPT version 
4.0. 

Step 1. The model comprehended the transcript notation 
quite well and was able to provide examples for each element. 
Besides, it could calculate the statistics of symbols usage in 
the table data. 

Step 3. The model successfully generated descriptions for 
each of the proposed types of speech acts. In cases where it 
provided inaccurate results, significant improvements were 
achievable through further chat. 

Step 4a. The model successfully handled the annotation of 
the list of phrases through prompts (See Fig. 3). 

Step 4b. The model managed to annotate the entire large 
table (see Fig. 1), containing more than 40,000 phrases, by 
adding a new column with speech act annotations. However, 
the results were less convincing here. In the initial part of the 
table, the annotations were of high quality, but the accuracy 
significantly decreased later. In Tab. I, the percentage of 
speech acts identified by ChatGPT is compared with expert 
annotations for the same data. It is noticeable that a substantial 
portion of the phrases were classified as UNDEFINED, 
indicating the model's difficulty in identifying speech act 

types. However, it's important to note that these results were 
obtained without performing Step 1 (learning the notation). 

Fig. 3. The results of Step 3 for chatGPT 

TABLE I.  DISTRIBUTION OF SPEECH ACT TYPES BASED ON EXPERT 
ANNOTATION AND THAT PERFORMED BY CHATGPT  

(INITIAL AND FINE-TUNED) 

Speech acts 
Expert 

annotation 
ChatGPT  

(initail) 
ChatGPT 

(fine-tuned) 
Sum % Sum % Sum % 

REPRESENTATIVES 18210 43,13 633 1,33 22823  50,48 
REGULATIVES 7045 16,69 8465 17,80 9  0,02 
ROGATIVES 5592 13,24 0 0 13820  30,57 
DIRECTIVES 3262 7,73 330 0,69 246  0,54 
VALUATIVES 3065 7,26 0 0 26 0,06 
ETIQUETTE EMOT. 1427 3,38 0 0 911 2,01 
SUPPOSITIVES 1229 2,91 0 0 281  0,62 
COMMISSIVES 859 2,03 1 0,00 124  0,27 
EMOTIVES 701 1,66 0 0 560 1,24 
PARALINGUISTICS 485 1,15 5329 11,21 2510  5,55 
UNDEFINED 348 0,82 32801 68,97 3904  8,63 

Subsequent experiments aimed at improving the recognition 
of speech acts, both for specific categories (to teach the model 
to identify all etiquette forms, for instance) and using multi-
class classification. The primary goal was to reduce the 
number of UNDEFINED speech acts. More examples for each 
type of speech act were provided, and the model was tasked 
with reviewing its own classification to find errors and identify 
more speech acts of specific types. 

The final results are shown in the right column of Table I. 
Although the quantitative distribution of speech act types 
improved, there remained an asymmetry in the prevalence of 
representatives, paralinguistic units, and undefined forms, 
while the share of regulatives, directives, valuatives, 
suppositions, and commissives dropped sharply. 

The work shows that ChatGPT is a promising tool for the 
automatic annotation of such complex linguistic units as 
speech acts. It performs well when annotating a small number 
of utterances, but errors arise when processing big data, which 
can be corrected with instructive prompts.  

It was also observed that when tasked with classifying 
utterances, ChatGPT often forgets the context and must be 
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explained the same things multiple times, though this doesn't 
always help. When using both a textual description (definition) 
of a speech act and a list of example utterances illustrating it, 
the model tends to rely on the latter, becoming more formal 
and failing to recognize related forms that were not included in 
the list. This creates the impression that the model switches to 
simpler formal text matching and forgets its analytical 
capabilities. 

Future work on testing the model may proceed in the 
following directions: 1) determining whether the quality of 
speech act recognition depends on the sample size and what 
volume of text data can be considered the maximum allowable 
for one prompt, 2) more detailed study of the annotation 
results, analyzing the utterances themselves, and identifying 
weaknesses that prevent the model from making the correct 
interpretation, 3) optimizing prompts to achieve better results. 

B. GigaCHAT 
The work was conducted using the GigaChat model, 

version 3.5 with 13 billion parameters.   

Step 1. The model understands the given task, 
supplementing its output with additional theoretical 
information from external sources.   

Step 3. The model's output is not grounded in the given 
training examples. The class descriptions are based not on the 
provided examples but on external information. 

Step 4a. The model's analytical capabilities are constrained 
by its inability to identify multiple speech acts within a single 
utterance, often resulting in misclassifications. 

Step 4b. The version of the model available at the time of 
the research does not provide the ability to upload .xls files. To 
address this issue, three completed dialogues of different sizes 
were randomly selected from the general database. 

During the analysis of the new data, the model continued 
to make errors both in identifying speech acts within a phrase 
and in determining their types, despite attempts at correction 
via prompts. Currently the model demonstrates an inability to 
handle such linguistic tasks, as its output results do not align 
with theoretical data and are random.   

The problem of "forgetting" the context does not seem 
significant, as throughout the entire dialogue, the GigaChat 
model adhered to the given instructions, although it made 
multiple errors.   

A promising direction for improving the model's 
performance may be to expand the training sample by adding a 
larger number of dialogues with human-annotated speech acts. 
This will allow the model to more effectively learn to solve the 
given task. 

C. YandexGPT 

The latest version of the model, YandexGPT 3, was used 
for the research. 

Step 1. The model was tested with additional instructions 
for understanding the transcription notation and without it. The 
results showed no differences between the two cases. The 
model identifies the boundaries of speech acts situationally, 
without relying on the instruction. 

Step 3. The model successfully generates descriptions of 
all classes based on the provided examples. 

Step 4a. The model performed well on classifying a small 
number of utterances. 
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However, due to the token limit in the prompt, the 
utterances were presented in small blocks, and the model 
failed to treat them as part of a continuous speech situation. As 
a result, it did not consider the context of previous messages, 
negatively affecting the quality of the responses. 

Step 4b. YandexGPT does not support the upload of 
external files, so this step was skipped. All speech data was 
presented solely in the dialogue window. 

The model performs well in generating class descriptions 
based on initial examples and in classifying a limited number 
of utterances. However, as the amount of text to be analyzed 
increases, the model becomes less accurate: it skips some 
speech acts, fails to classify them, and limits the number of 
recognized categories, focusing only on the most frequent ones 
instead of the full classification. 

Another limitation of the model is its small working 
memory. While the dialogue context is retained, and the model 
can perform repetitive tasks without prompt duplication, it 
forgets the original data as the dialogue history grows, altering 
the classification based on new speech data, generating new 
classes, and removing less frequent ones. 

Overall, YandexGPT3 is most successful at generating text 
and identifying the main idea, which allows the model to 
determine the illocutionary force of a speech act quite 
effectively. However, this focus prevents the model from 
classifying information according to predefined instructions, 
as it repeatedly generates and adapts classes to fit the specific 
linguistic material provided for analysis. These observations 
align with the statistics presented on the developers’ website, 
indicating that information classification is the task with the 
lowest accuracy (59% compared to YandexGPT2). 

As a result of this research, YandexGPT can be a useful 
tool for handling small-scale linguistic tasks, but the model is 
not suitable for working with large datasets and performs 
poorly in classification tasks. 

To improve the model’s performance and explore its 
potential further, the following areas can be considered:  

1) How prompt optimization affects the model’s
performance, 

2) The impact of refining initial classes on the quality of
speech act annotation, 

3) How the size of the training set (examples) for each
class influences the model’s understanding of speech act types. 

D. Gemini 

In this work, the Gemini family model, version 1.5 Flash, 
was used. 

Step 1. The model demonstrates a high level of adherence 
to instructions, consistently fulfilling its expected role as a 
linguistic research assistant. 

Step 3. Without explicit guidance, the model autonomously 
structures its output of class descriptions based on the 
provided examples, facilitating human understanding. 

Step 4a. The model accurately classifies short dialogues 
and provides additional explanatory notes. Gemini, without 
requiring additional prompts, structures the output in a tabular 
format that can be exported as an .xls file. 

Step 4b. The current version at the time of research 
does not support table uploads for analysis. Due to this 
limitation, three previously randomly selected dialogues were 
used for analysis. During the process, the model continued to 
demonstrate accuracy in classifying categories. However, 
despite having no explicit limitations on request volume, the 
model seemingly "economizes effort" and, while processing 
dialogues exceeding 20 lines, only works with the first 5-10 
of them. Potential solutions involve prompt refinement. For 
instance, prompts specifying the analysis of "absolutely all" 
utterances yield the desired result. Additionally, working with 
one dialogue in smaller parts (less than 20 lines) with more 
specific prompts proves effective. 

Requesting partial analysis without manual division was 
not efficient. While attempting to request an analysis "starting 
from the nth utterance" the model uses the context to generate 
hypothetical continuations rather than analyzing the rest of the 
actual dialogue. 

Further work with Gemini 1.5 Flash may include 
1) working with larger datasets and detailed output analysis to
identify potential model weaknesses, and 2) further prompt 
specification to enhance efficiency. 
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C. Mistral 

In the final stage of the practical part of the study was used the 
Mistral Large 2 model. 

Step 1. The language model was provided with instructions 
to classify utterances into one of the speech act categories. The 
model was also introduced to specific symbols that were used 
for annotating the linguistic material. Mistral Large 2 readily 
adapted to the role of an assistant in linguistic research.  

Step 3. The model successfully describes the categories, 
assigning each distinctive feature. It provides examples from 
contexts and speech situations that were used during training. 
The definitions provided by the model in the classification 
process appear to be accurate. 

Step 4 . The model makes errors by not identifying more 
than one speech act within a single utterance. In challenging 
cases, it most often classifies the utterance as a 'representative', 
which is not always accurate. 

The model performs most successfully with the 'rogatives' 
category, paralinguistics, and others that point to extra-
linguistic contexts. This is because utterances belonging to 
these categories often contain specific markers (e.g., '?', etc.). 

Upon repeated requests to pay closer attention to the 
categories, the language model continues to perform in the 
same manner, classifying all unclear cases as 'representatives.' 
This suggests that when classifying speech acts, the model 
primarily focuses on the formal aspects of the utterance 
provided for analysis, without delving into semantic and 
syntactic relations or the grammar of the constructions, 
thereby overlooking the illocutionary force of the speech act. 

Step 4b. The version available at the time of the study did 
not offer the option to upload tables for analysis. Due to this 
limitation, the same three randomly selected dialogues were 
used for analysis. 

Thus, the Mistral Large 2 language model can be 
effectively used for annotating material that contains clear 
formal markers of a particular class, as more complex 
categories—determined by the sum of the semantic meanings 
of each individual component in a speech act—will not be 
accurately classified. 

When attempting to break down an overly long speech act 
identified by the model into smaller speech acts, Mistral Large 
2 responds by classifying both as 'representatives,' which is not 
always accurate.  

The errors made by the model in classification tasks are 
likely due to its design and predominant use in English, unlike 
Russian-language models such as GigaChat and YandexGPT. 

Further testing of the model can proceed in the following 
directions: 1) determining whether the quality of speech act 
recognition truly depends on the choice of material in a 
specific language, 2) identifying ways to better instruct the 
model, pinpointing weaknesses that hinder accurate analysis, 
3) optimizing model queries to achieve more accurate results.

V. DISCUSSION 

The study explored the comparative performance of five 
Large Language Models (LLMs) — ChatGPT, GigaCHAT, 
YandexGPT, Mistral, and Gemini — across four key criteria: 
capturing linguistic labels, refining outputs based on user 
feedback, handling large context windows, and processing 
data in Russian. Table II shows the summary of the results. 

TABLE II. THE COMPARISON OF LLMS’ CAPACITIES 

Criterion Chat 
GPT 

Giga 
CHAT 

Yandex 
GPT 

Mistral Gemini 

CAPTU-
RING 
LABELS 

Requires 
refining 

Struggles 
with 

linguistics 

Better at 
short 

examples 

Sticks 
to 

formal 
charac-
teristics

Better at 
short 

examples 

REFINING 
OUTPUTS 

Efficient Efficient Efficient 
in short 

dialogues 

Limited 
in some 

tasks 

Efficient 
in short 

dialogues 
CONTEXT 
WINDOWS 

Better on 
shorter 

contexts 

Relies on 
external 
sources 

Limited Large Needs 
data 

chunking 
PROCESS-
ING 
RUSSIAN 

High 
capacity 

Trained in 
Russian, 
excels in 
Russian

Trained in 
Russian, 
excels in 
Russian

Limited High 
capacity 
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A. Capturing Linguistic Labels 

ChatGPT demonstrated moderate success in capturing 
linguistic labels, though a substantial portion of speech acts 
were initially labeled as UNDEFINED. By providing 
additional labeled examples, the model's performance 
improved significantly. GigaCHAT, however, struggled in this 
area, as it is more oriented towards solving common tasks 
rather than specialized linguistic analysis. In contrast, 
YandexGPT displayed strong performance in short examples 
with a high generalization capacity. Mistral, on the other hand, 
primarily focused on formal category representations, such as 
punctuation, and struggled with deeper contextual 
relationships. Gemini excelled in classifying short dialogues, 
even providing explanatory notes and structuring the output in 
a tabular format. 

B. Refining Outputs Based on User Feedback 

All models showed some level of refinement capabilities. 
ChatGPT benefited significantly from user feedback, resulting 
in improved labeling quality. GigaCHAT also successfully 
refined outputs based on feedback, while YandexGPT 
displayed high refinement capacity in short contexts but 
struggled with long ones due to context forgetting. Mistral, 
although capable of refinement in general tasks, showed 
limited success in linguistic categorization. Gemini 
demonstrated effective task refinement, particularly in 
dialogues, but only when the context was short; longer 
dialogues still posed challenges. 

C. Handling Large Context Windows 

The models showed varying abilities to handle large context 
windows. ChatGPT performed better with smaller datasets but 
tended to forget context during long refinement sequences. 
GigaCHAT mitigated context forgetting by using retrieval-
augmented generation, which enhances answer quality but 
relies on external information rather than grounding itself in 
the training examples. YandexGPT's context window was 
limited, and it did not support external file uploads, restricting 
its use in large context scenarios. Mistral, while having a large 
context window, was hampered by its lower Russian-language 
capabilities, making conclusions on this aspect difficult. 
Gemini struggled with dialogue history memory, necessitating 
data chunking for high-quality analysis. 

D. Processing Data in Russian 

In terms of Russian-language processing, ChatGPT, 
GigaCHAT, and YandexGPT stood out. ChatGPT and 
GigaCHAT were both excellent in processing Russian, with 
GigaCHAT being particularly strong due to fine-tuning for 
this language. YandexGPT, similarly fine-tuned for Russian, 
excelled in determining the illocutionary force of speech acts. 
Mistral lagged in this area, showing lower capacity in Russian-
language tasks. Gemini performed well, with high capacity in 
Russian and the ability to set a system role as a linguistic 
research assistant. 

VII. CONCLUSION

The study describes an experiment on the automated speech 
acts annotation using five LLMs commonly used for 
processing Russian texts – ChatGPT, GigaCHAT, 
YandexGPT, Gemini, and Mistral. A comparative analysis of 
the automatic annotation results was conducted, highlighting 
the strengths and weaknesses of each model. The findings 
show that employing LLMs for corpus annotation is a 
promising method. While the automatically generated 
annotations are not without flaws and require expert revision, 
using large language models overall appears to be an effective 
tool for processing linguistic corpora. 

This comparative analysis of these LLMs highlights their 
strengths and limitations across four key criteria. ChatGPT and 
Gemini demonstrated strong overall performance, particularly 
in processing Russian and refining outputs based on user 
feedback. GigaCHAT excelled in leveraging retrieval-
augmented generation to minimize context forgetting, 
although it struggled with linguistic analysis. YandexGPT 
showed high capacity in short-context tasks and Russian-
language processing but was limited by a smaller context 
window. Mistral, while capable in general tasks, was less 
effective in linguistic categorization and Russian-language 
tasks. 

Overall, the study indicates that in the context of the 
automated linguistic corpora annotation task, ChatGPT and 
Gemini stand out for their adaptability in such complex tasks 
as speech acts categorization. However, when language-
specific information is required, it is recommended to use 
language-specific models, such as GigaCHAT and 
YandexGPT for Russian. Future research could explore 
enhancing these models' capabilities in handling larger context 
windows and refining outputs over long sequences. 
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