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Abstract

In this paper we propose a testbed for measuring latency in Wireless Sensor Networks (WSN).
The testbed was constructed using sensor nodes running the open-source 6LoWPAN stack Nanostack
v1.1. The testbed is completed by connecting a workstation to the WSN through a gateway. The
measurements are initiated from the workstation but the actual latency is measured inside the WSN.

I. INTRODUCTION

Advances in microelectronics, low-power electronics and micro-electro-mechanical systems
(MEMS), along with low manufacturing costs, have led to the development of wireless sensor
networks (WSN). These networks consist of individual devices that have been interconnected
wirelessly in order to perform diverse tasks. Each one of these devices is referred to as a
node, and in general it consists of a radio transceiver, microcontroller, energy source and one
or more sensors.
Wireless sensor nodes are generally arranged in a wireless sensor network. Some network

topologies are such that it is necessary to introduce a suitable routing algorithm in order to
communicate nodes separated by more than one hop.
The time delay introduced by a WSN may become critical in certain scenarios, like in real-

time control systems, and may vary according to the network topology and routing algorithm
in use.
In this paper we propose a testbed for measuring latency in Wireless Sensor Networks. A

testbed for measuring latency is necessary because latency measured by the nodes themselves
can not be stored for posterior use in the nodes; nodes usually have a small and volatile
memory. Therefore it is necessary to introduce a suitable scenario to measure latency, that also
provides the means to initiate and store the measurement in an automated way, and without
affecting the measured times. The testbed was constructed using sensor nodes communicating
with IPv6 over Low power Wireless Personal Area Networks (6LoWPAN) [1], and running
the open-source 6LoWPAN stack Nanostack v1.1 [2][3] on on top of a real time kernel
(FreeRTOS [4]).
In the following sections we first introduce the latency measurement testbed (Section II),

then explain the latency measurement mechanism (Section III), next explain implementation
details (Section IV) and finally conclude the paper in Section V.

II. LATENCY MEASUREMENT TESTBED

The testbed is constituted by one workstation and a wireless sensor network (WSN). The
WSN consists of one or more generic nodes and one gateway (GW) node, Fig. 1. In our
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testbed all the nodes implement the 6LoWPAN stack Nanostack v1.1. Two particular layers
of this stack are of our interest in the proposed testbed, namely, the application layer and the
MAC layer.

Fig. 1. Testbed scenario

The workstation is connected to the WSN through the GW and it is used for initiating the
latency measurements, retrieving the measured times and storing these in a local database
for posterior processing. The physical connection between the workstation and the GW is by
means of a UART (universal asynchronous receiver/transmitter) interface.
In the GW the application layer performs a double task, first, receiving and sending packets

from/to the WSN and second, communicating data through the UART interface. In this case,
the application layer is actually a layer referred to as NRP layer. The layer was named
NRP due that it uses a Network Routing Protocol (NRP) [5] to communicate the GW node
with the external world. In practice the GW communicates with the workstation via the
UART interface through the NRP layer in the stack, and packets circulating through the
UART are encapsulated using the Network Routing Protocol (Fig. 2). The main idea is that
a process running in the workstation (nrouted process) attends the other end of the UART
communication line and helps to transmit and receive packets to the WSN. In Fig. 2 we
depict a possible representation of the arrangement of a node acting as gateway, the UART
communication line and the workstation.

Fig. 2. Node implementing Nanostack with NRP layer, and UART communication to a workstation using NRP protocol
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III. LATENCY MEASUREMENT MECHANISM

Latency is measured in terms of the round trip time (RTT) measured from a packet leaving
from the application layer of a GW node (actually NRP layer), traveling to a destination node
where it is then echoed back by the application layer and returned to the application layer of
the GW, Fig. 3.

Fig. 3. Latency measurement scenario

The RTT is measured by adding a start-time timestamp in the data payload of a packet
when the packet is leaving the NRP layer of the GW, and later adding an end-time timestamp
and a delta-time indicator (delta-time = end-time − start-time) in the same data payload when
the packet returns back to the GW, Fig. 4.

Fig. 4. Details of timestamps added to payload

Actually the start-time is added in the NRP layer, but the the packet is originated in the
workstation, outside of the WSN . The end-time is also added in the GW, before sending back
the packet to the workstation. In this sense the latency introduced by the UART communication
is not added to the the latency measured in the WSN.
The 6LoWPAN packet is generated in the nrouted process but it originates in response to an

external application, in this case the nping application (Fig. 2). nping provides to nrouted the
addresses, port numbers and payload to be transmitted to the WSN. Then nrouted composes
the 6LoWPAN packet and delivers it to the GW (Fig. 5).
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Fig. 5. Complete testbed scenario

Once the payload of the echoed packet arrives to the nping application, it contains in the
payload the start-time, end-time and delta-time. These times are stored in a local database
for posterior analysis of the latency times.

IV. IMPLEMENTATION

The delivered data payload contains an indicator in the first octet (0x50) that is recognized
by the NRP layer in the GW when the packet is in the outgoing and incoming direction. This
octet is added in the payload by nping.
The data in the packet is arranged as shown in Fig. 6. In the figure we observe the initial

octet 0x50, used to indicate that we intend to measure latency in the given testbed. Then the
payload is followed by the start-time, end-time and delta-time separated by 0xFF octets. In
addition the payload contains a scaling factor to convert time expressed in system ticks to
milliseconds.

Fig. 6. Payload format

Actually all the times in the operating system are expressed in ticks [6]. A tick is a counter
incremented by a timer interrupt at a predefined rate. In our tests we used the tick rate 0x0A
= 10, so all the times should be multiplied by the conversion factor 10 to express these in
ms. In the example shown in Fig. 6 the round-trip time is 0x16 * 0x0A = 220 ms. The ninth
octet in the payload contains the conversion factor (portTICK RATE MS) to convert ticks to
ms.
The times are represented with only 16 bits in 32 bits words, with the 16 most significant

bits set to 0x00. This comes from a configuration in the stack using the setting confi-
gUSE 16 BIT TICKS. The alternative option, timer of 32 bits, is not completely supported
in the implementation. Times were not converted to ms to avoid complexity in the structure
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of the packet and additional delay introduced by the conversion. Note that multiplying a 16
bit number by 5 or 10 to convert ticks to ms will require more than 16 bits for the result, or
some mapping to use 16 bits; we avoided such complications by leaving the times in ticks.
The code to support this measurement was totally implemented in the NRP layer, file nrp.c

(available in example nano router n60x in Nanostack v1.1 distribution). The patch to this
file is shown in appendix A. In our implementation the location of the data in the payload is
fixed and only works with compressed UDP ports.
The destination node needs a minor implementation at the application layer to echo back

a packet, optionally recognizing the indicator 0x50, but no additional packet handling is
necessary in the node.
The program tool nping is used to trigger the generation of the packet with the patch

provided in Appendix B.

V. CONCLUSION

In this paper we proposed a testbed for measuring latency in Wireless Sensor Networks
(WSN) using the 6LoWPAN stack Nanostack v1.1. With this testbed we can analyze the
performance of different network topologies and routing algorithms in terms of latency. The
testbed measures the latency time in terms of round trip time of a packet leaving a gateway
and reaching a target destination node. The packet is originated outside the WSN but the
actual latency measurement is within the WSN. The measured times are stored in a database
outside the WSN for posterior analysis.
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APPENDIX A

Patch for file nrp.c in Nanostack v1.1 distribution incorporating the timestamps for the time
measurement.

d i f f −−g i t a / Examples / n ano rou t e r n60x / n rp . c b / Examples / n ano rou t e r n60x / n rp . c
i ndex 190 df09 . . c7ecd41 100644
−−− a / Examples / n ano rou t e r n60x / n rp . c
+++ b / Examples / n ano rou t e r n60x / n rp . c
@@ −87,6 +87 ,9 @@ ex t e r n portCHAR nrp check ( b u f f e r t ∗buf ) ;
# d e f i n e NRP FILTERS 4
# e n d i f

+
+# d e f i n e TKK LATENCY MEAS
+
u i n t 8 t n rp rou t e r mode ;
u i n t 8 t n r p r o u t e r a d v e r t i s e p e r i o d ;

@@ −208,6 +211 ,98 @@ portCHAR nrp hand l e ( b u f f e r t ∗buf )
}
e l s e
{

+
+ /∗ TKK LATENCY MEAS ∗ /
+# i f d e f TKK LATENCY MEAS
+
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+ u i n t 8 t ∗ p t r ;
+ po r tT i ckType cu r t ime =0;
+
+# i f ( configUSE 16 BIT TICKS == 1 )
+ u i n t 1 6 t u cu r t ime =0;
+ u i n t 1 6 t u s e n t t im e =0;
+ u i n t 1 6 t u d e l t a t im e =0;
+# e l s e
+ u i n t 3 2 t u cu r t ime =0;
+ u i n t 3 2 t u s e n t t im e =0;
+ u i n t 3 2 t u d e l t a t im e =0;
+# e n d i f
+
+ /∗ p o i n t i n g t o s t a r t o f d a t a pay load
+ ∗ ha rdcoded ! , no t e t h a t i t assumes compressed UDP p o r t s ∗ /
+ p t r = buf−>buf + 28 ;
+
+ /∗ i f t h e p a ck e t c o n t a i n s i n d i c a t o r 0x50 t h en add r ema in i ng i n f o
+ ∗ end−t ime and d e l t a−t ime i n t h e pay load ∗ /
+ i f (∗ p t r == 0x50 )
+ {
+
+ /∗ jump t h e s t a r t−t ime and w r i t e a f t e r i t ∗ /
+ p t r += 7 ;
+
+ /∗ cu r t ime ∗ /
+ c u r t ime = xTaskGetTickCount ( ) ;
+
+ /∗ w r i t e i n pay load end−t ime and d e l t a−t ime [TKK] ∗ /
+# i f ( configUSE 16 BIT TICKS == 1 )
+ ∗ p t r ++ = 0xFF ; /∗ no t used ∗ /
+ ∗ p t r ++ = portTICK RATE MS ;
+ ∗ p t r ++ = 0xFF ; /∗ no t used ∗ /
+ u cu r t ime = cu r t ime ;
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = ( u cu r t ime >> 8 ) ;
+ ∗ p t r ++ = ( u cu r t ime ) ;
+
+ ∗ p t r ++ = 0xFF ; /∗ no t used ∗ /
+ ∗ p t r ++ = 0xFF ; /∗ no t used ∗ /
+
+ /∗ Get s t a r t−t ime = sen t−t ime ∗ /
+ /∗ note , ha rdcoded p o s i t i o n s i n buf , assuming compressed udp p o r t s ∗ /
+ u s e n t t im e = (∗ ( buf−>buf + 33 ) ) ∗ 256 + ∗( buf−>buf + 3 4 ) ;
+
+ /∗ boundary c o n d i t i o n when t h e t i c k c o u n t e r r e s e t s ∗ /
+ i f ( u s e n t t im e > ucu r t ime )
+ {
+
+ /∗ d e l t a t ime ∗ /
+ u d e l t a t im e = (0 xFFFF − u s e n t t im e ) + ucu r t ime ;
+ }
+ e l s e
+ {
+ u d e l t a t im e = ucu r t ime − u s e n t t im e ;
+ }
+
+ /∗ De l t a t ime ∗ /
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = ( u d e l t a t im e >> 8 ) ;
+ ∗ p t r ++ = ( u d e l t a t im e ) ;
+
+ ∗ p t r ++ = 0xFF ;
+
+# e l s e /∗ 32 b i t t i c k s no t used ∗ /
+ ∗ p t r ++ = 0xFF ;
+ ∗ p t r ++ = 0xFF ;
+ ucu r t ime = cu r t ime ;
+ ∗ p t r ++ = ( u cu r t ime >> 2 4 ) ;
+ ∗ p t r ++ = ( u cu r t ime >> 1 6 ) ;
+ ∗ p t r ++ = ( u cu r t ime >> 8 ) ;
+ ∗ p t r ++ = ( u cu r t ime ) ;
+
+ ∗ p t r ++ = 0xFF ;
+ ∗ p t r ++ = 0xFF ;
+
+ /∗ De l t a t ime no t implemented f o r t h i s c a s e ∗ /
+
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = 0x00 ;
+# e n d i f
+ }
+# e n d i f /∗ TKK LATENCY MEAS ∗ /
+

n rp t x add ( buf ) ;
}
b r eak ;

@@ −512,10 +612 ,60 @@ void n r p t a g p a r s e ( vo id )
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{
c a s e NRP PDATA:

{
+# i f d e f TKK LATENCY MEAS
+ po r tT i ckType cu r t ime =0;
+
+# i f ( configUSE 16 BIT TICKS == 1 )
+ u i n t 1 6 t u cu r t ime =0;
+# e l s e
+ u i n t 3 2 t u cu r t ime =0;
+# e n d i f
+# e n d i f /∗ TKK LATENCY MEAS ∗ /
+

u i n t 8 t ∗ p t r = n r p r x b u f f e r−>buf ;
p t r += n r p r x bu f f e r−>buf end ;
memcpy ( p t r , n r p t a g b u f f e r , n r p t a g l e n ) ;
n r p r x b u f f e r−>buf end += n r p t a g l e n ;

+
+# i f d e f TKK LATENCY MEAS
+
+ /∗ i f t h e p a ck e t c o n t a i n s p r o t o c o l 0x50 ( l a t e n c y t ime meas . )
+ ∗ add c u r r e n t t ime [TKK] ∗ /
+ p t r = n r p r x b u f f e r−>buf ;
+
+ i f (∗ p t r == 0x50 )
+ {
+
+ /∗ cu r t ime = s t a r t−t ime ∗ /
+ c u r t ime = xTaskGetTickCount ( ) ;
+
+ /∗ add s t a r t−t ime ∗ /
+# i f ( configUSE 16 BIT TICKS == 1 )
+ ∗ p t r ++ = 0x50 ;
+ ∗ p t r ++ = 0xFF ; /∗ no t used ∗ /
+ ∗ p t r ++ = 0xFF ; /∗ no t used ∗ /
+ u cu r t ime = cu r t ime ;
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = 0x00 ;
+ ∗ p t r ++ = ( u cu r t ime >> 8 ) ;
+ ∗ p t r ++ = ( u cu r t ime ) ;
+ ∗ p t r ++ = 0x00 ;
+
+# e l s e /∗ 32 b i t t i c k s no t used ∗ /
+ ∗ p t r ++ = 0x50 ;
+ ∗ p t r ++ = 0xFF ;
+ ∗ p t r ++ = 0xFF ;
+ ucu r t ime = cu r t ime ;
+ ∗ p t r ++ = ( u cu r t ime >> 2 4 ) ;
+ ∗ p t r ++ = ( u cu r t ime >> 1 6 ) ;
+ ∗ p t r ++ = ( u cu r t ime >> 8 ) ;
+ ∗ p t r ++ = ( u cu r t ime ) ;
+ ∗ p t r ++ = 0x00 ;
+# e n d i f
+
+ }
+# e n d i f /∗ TKK LATENCY MEAS ∗ /
+

}
b r eak ;

APPENDIX B

Patch for file nPing.c in Nanostack v1.1 distribution incorporating the code to trigger the
generation of timestamps.
After adding the patches execute nping as follows, using a suitable address for the desti-

nation node.

. / nPing −v − l 24 − t 0 0 : 0 0 : 0 0 : 0 0 : 0 0 : 0 0 : 0 0 : 0 0

d i f f −−g i t a / Too l s / nPing / nPing . c b / Too l s / nPing / nPing . c
i ndex f945eb6 . . 5 7 bd19a 100644
−−− a / Too l s / nPing / nPing . c
+++ b / Too l s / nPing / nPing . c
@@ −140,6 +142 ,9 @@ i n t main ( i n t a rgc , c h a r ∗∗a rgv )

un s i gned s h o r t i n t s o u r c e p o r t = 253 ;
un s i gned s h o r t i n t d s t p o r t = 254 ;

+
+ /∗ p r o t o c o l number i n use ∗ /
+ uns igned i n t u iP ro toco lNumbe r = 0 ;

un s i gned cha r ∗nP ing packe t ;
/∗ And t h e l e n g t h o f t h e p a c k e t . ∗ /
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@@ −273,6 +279 ,11 @@ i n t main ( i n t a rgc , c h a r ∗∗a rgv )

bze ro ( a rgbu f , 6 4 ) ;
}

+ /∗ measure round t r i p t ime ∗ /
+ e l s e i f ( s t rncmp ( a rgbuf , ”− t ” , 2 ) == 0)
+ {
+ u iP ro toco lNumbe r = 50 ;
+ }

e l s e
{

/∗ Ta r g e t a d d r e s s . ∗ /
@@ −372,13 +385 ,21 @@ i n t main ( i n t a rgc , c h a r ∗∗a rgv )
/∗ And now l e t s f i l l i n t h e ” random da t a ” t o t h e pay load . ∗ /

f o r ( p l e n =0; p len<nP i ng op t s . p ay load ; p l e n ++)
{

− nP ing packe t [ p l e n ] = 0xED ;
+ /∗ nP ing packe t [ p l e n ] = 0xED ; ∗ /
+ nP i ng packe t [ p l e n ] = p l en ;
+ }
+
+ /∗ compose pay load a c c o r d i n g t o p r o t o c o l i n use ∗ /
+ i f ( u iP ro toco lNumbe r == 50)
+ {
+ nP ing packe t [ 0 ] = 0x50 ;

}

+
wh i l e ( c o u n t e r < nP i ng op t s . coun t | | nP i ng op t s . coun t == −1)
{

/∗ Two f i r s t b y t e s a r e t h e sequence number . ∗ /
− nP ing packe t [ 0 ] = ( seq >> 8 ) ;
+ /∗ nP ing packe t [ 0 ] = ( seq >> 8 ) ; ∗ /

nP i ng packe t [ 1 ] = ( seq & 0 x f f ) ;

/∗ Cre a t e t h e nRP da t a p a ck e t u s i n g t h e nP i ng packe t [ ] a s t h e d a t a f i e l d . ∗ /
@@ −465,9 +488 ,13 @@ re r e a d :
r e p r o c e s s :

l i b n r p g e t d a t a ( rbu f , ( un s i gned i n t ) i , d a t a , &d l en ) ;

− r c v s eq = ( d a t a [ 0 ] << 8 ) ;
+ /∗ r c v s eq = ( d a t a [ 0 ] << 8 ) ; ∗ /
+ r cv s eq = 0 ;
+

r cv s eq += d a t a [ 1 ] ;

+ /∗ Add Da taba se s t o r a g e f u n c t i o n c a l l h e r e ∗ /
+

i f ( r c v s eq == seq − 1)
{

i f ( l i b n r p g e t s o u r c e a d d r e s s ( rbu f , i , &sou r c e add r t y p e , \\
s ou r c e a dd r by t e s , s o u r c e a d d r s t r i n g ) == 1)
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